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Abstract
In India, kolam, commonly referred to as rangoli, is a traditional style of art. It involves using rice flour, chalk, or coloured powders to create elaborate patterns and motifs on the ground. Kolam is a common daily ritual in many regions of India, especially in South India, where it is seen as a significant cultural tradition and a means to greet visitors. Unfortunately, as a result of people’s hectic lives nowadays, the habit of drawing kolam on a regular basis is dwindling. The art of making kolam patterns is in danger of disappearing as so many individuals no longer have the time or space to do it on a regular basis. Therefore, it is imperative that ancient art be conserved and digitally documented in order to enlighten our next generation about kolam and its classifications. Deep learning has become a powerful technique because of its ability to learn from raw image data without the aid of a feature engineering process. In this article, we attempted to understand the types of Kolam images using the proposed deep architecture called KolamNetV2. KolamNetV2 comprises EfficientNet and attention layers, ensuring high accuracy with minimal training data and parameters. We evaluated KolamNetV2 to reveal its ability to learn the various types in our challenging Kolam dataset. The experimental findings show that the proposed network achieves fine enhancement in performance metrics viz, precision-0.7954, recall-0.7846, F1score-0.7854 and accuracy-81%. We compared our results with state-of-the-art deep learning methodologies, proving the astounding capability.
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Introduction
India is a multicultural country with a deep cultural history. India’s cultural richness has deep roots that stem from ancient traditions. One such distinctive ancient practise is creating lovely floor murals. In several Indian states, it goes under many names. A few of the names are”joti” in Oriya,”satiya” in Gujarati,”alpna” in Bengali,”kolam” in Karnataka,”sanskara bharathi” in Maharastra,”kolam” in Tamil, and”pookolam” in Kerala. Even though kolam goes by several names, its main idea is supposed to bring wealth and joy.The ethnic diversity of kolam is shown in Fig. 1. Kolam is a particular sign for hospitable gods and nobility. According to the epic, Kolam draws in gods, and beautiful artwork is painted on the ground to welcome gods into homes. India is the birthplace of Kolam, an auspicious exquisite art that dates back 5000 BC [1, 2]. The Indian ancestors had a firm belief that earth, water, fire, air, and space are the primary components involved in every part of human existence. They used to mimic these components’ geometric structures as a means of shielding themselves from harmful vibrations. Drawing kolam, which disperses uplifting cosmic energy via pictorial patterns, is anticipated in front of the house. The Ramayana explains the meaning of kolam. To keep Sita safe, Lakshmana surrounds the cottage with a ring of celestial powers. The Ramayana’s sundara kanda describes the splendour of the Vibishana Kingdom and makes reference to the exquisite Kolam art. Krishna gave Subhatra instructions in the Mahabharata to draw Kolam on a spotless floor with symbols like as fruits, flowers, diamonds, and so on in order to get God’s blessing. Kolam is drawn by Subhatra on Sankha Chakra Gopadma. In order to sense Krishna’s presence, Gopikas would also create images of him on a spotless floor. Tamil Nadu considers the month of Marchaghi to be among the holiest months for worshipping Lord Vishnu. In order to appease God and get good vibes throughout the month of Margazhi, women would adorn their entrance doors with exquisite Kolam designs in the early morning [2, 3]. The purpose of Kolam is to honour and give appreciation to the soil goddess who carries our bodies and possessions. The three primary locations where Kolam is drawn are the temple entrance, the kitchen shrine, and the entryway. Kolam is often regarded as a holy work of art and especially dew by women in temples; people avoid it and don’t walk on it [4]. Kolam is a kind of floor art that purges bad luck from a dwelling and offers strong divine energy. According to the results of several investigations [5–10], Kolam has a traditional value and style. Before the advent of modern civilization, kolam art was once a daily routine practised by women. The ingredients used to draw kolam mostly include rice flour, turmeric, and lentils. The procedures involved in creating a typical kolam drawing include sweeping, wetting the floor, using cow dung to wax it, dotting the surface, and creating the design with rice flour. In Indian tradition, rice is considered a symbol of wealth. It is also thought to be providing food for the animals that come to homes. However, artificially tinted flour is a common practise in contemporary India. Drawing the exquisite works of art known as kolam is considered a kind of meditation. It quiets the observer’s and painter’s minds. The Kolam painter adheres to the whole custom of purification, which offers a sense of mental and spiritual purification. In order to replicate Ottawa aasana’s pose, the kolam painter must stand with his or her feet apart and their upper body slightly bowed towards the ground. To produce the enchanting kolam designs, the painter adopts this stance: holding a bowl of flour in one hand, they slide the flour onto the cleansed floor. In addition to indirectly including many yoga postures like chair, squat, and thunderbolt positions, the kolam practice stretches the body. Combining these poses with a healthy diet of fresh air enhances blood flow, mobility, activity level, and flexibility of the body. Every day, the routine of drawing kolam would need around twenty minutes. It is impressive to see that doing kolam drawing on a daily basis improves attention, concentration, and memory. Additionally, coming up with fresh kolams will stimulate creative thinking. Hence, kolam offers good vibrations to the body, mind, and soul because of its strong traditional values. The curving line around the dots in the kolam painting pattern represents the infinite journey that mankind takes throughout life [7]. It demonstrates unequivocally how yoga was coordinated with everyday routines and occupations by ancient Indians.[image: ]
Fig. 1Samples of kolam and its ethnic diversity



Mathematical understanding of kolam
Kolam has deep mathematical underpinnings via spatial dots, pattern imagination, and algebraic comprehension, in addition to its cultural relevance [11]. Kolam designers use a geometric measure of floor to draw the floor art to develop designs. Kolam designers often use their mathematical knowledge to expand any little geometric motif into a larger one. In computer programming, the idea of iteration is represented by the extension process. Dots, arranged in a matrix of dots, and the straight and curved lines that link them are the basic components of kolam. The array’s shapes may include hexagonal, triangular, octagonal, and other shapes. The array of dots is rhythmically repeated, which helps to create lovely geometric designs. Conventional wisdom claims that the symmetrical arrangement of dots depicts a star constellation in the sky, whereas scientists interpret it as a lattice model [7]. Kolam is shown to be a limited collection of combinational possibilities of lines that join. As to reference [12], in order to finish a kolam pattern, three required procedures need to be taken (see Fig. 2). They are.[image: ]
Fig. 2Visual narration of loop motif kolam


Step 1: All dots in the array constellation should be connected through line or curved segments. Step 2: No overlap between the line segments over a finite length. Step 3: Closing of all the connected segments required. An infinite number of kolam can be drawn for N = 1 dots. Different mathematical ideas such as graphs, array patterns, matrices and images, Tiling patterns, monoidal algebra, topological models of knots, and self avoiding mirror curving route have been discovered by researchers as being involved in kolam patterns or motifs. The computational and mathematical properties of kolam were described in depth by the authors in [11] using five components: patterns, symmetry, mirror curves, fractals, cyclic order, and iteration. Additionally, an education model of rangoli designs and its cultural practices were investigated [13]. The Fibonacci sequence is generated when the Kolam matrix is generated, according to Naranan [14]. The study discovered that a finite number of Fibonacci based kolam motifs may be produced in girds that are square, rectangular, or diamond in shape. Kolam is classified as fractal geometry [15, 16] because of its endless line segments across a limited area, self similarity, complexity, and large number of features.
Kolam is a holy theme that is a part of India’s cultural legacy, rich in tradition, science, and mathematical qualities. Because of cultural advancement and the drive to get office work done, the everyday practise of kolam is in danger of disappearing. Even if just a small percentage of Instagram users and content producers are using the kolam approach, the act of frequent practise is steadily decreasing. The kolam, a visual ethnographic framework of the country, is becoming an extremely important piece of cultural property that has to be digitally recorded and conserved. Photographs are becoming a crucial part of the digital tools that future generations will use for storage and distribution. Understanding historical art, kolam pictures, and their many digital forms is essential to passing on to our descendants the cultural customs upheld by the ancient Indians. As a preliminary attempt to investigate the Tamil traditional art form—kolam images—through vision and machine learning techniques, KolamNet was introduced in [17]. In order to increase KolamNet’s ability to discriminate between 13 distinct kinds of Kolam, we improved KolamNet as KolamNetv2. The remaining portions of the text are arranged as follows: The linked works in the categorization of cultural heritage images are expounded upon in Sect. ‘‘Related Works’’. The Kolam dataset collection procedure is explained in Sect. ‘‘Kolam dataset creation’’. Sect. ‘‘Architecture of KolamNetV2 for Kolam Images Classification’’ presents the suggested approach for categorising the provided Kolam image. Sect. ‘‘Experimental findings and discussion’’ assesses the suggested approach using performance indicators including accuracy, precision, recall, and F1 score. This research work is concluded in Sect. ‘‘Conclusion’’.

Related works
Here are two categories of cultural heritage: tangible and intangible. Paintings, sculptures, monuments, archaeology, and paintings are examples of tangible legacy. Folk, traditional dances, and art exhibitions are examples of cultural practises that are associated with intangible heritage. Kolam, the practise of creating floor art, is a material part of cultural history. Cultural heritage (CH) includes things like monuments, artefacts, a group of buildings and places, and museums. Numerous qualities are associated with these objects, such as historical, symbolic, anthropological, artistic, scientific, and social importance. Digitising heritage is an essential part of maintaining and mending cultural assets. The first essential stage in the digitization process is classifying digital photos. Since the colours, textures, and shapes of several CH asset photos are similar, classification is challenging.
To categorise heritage images, a convolutional neural network based method is created [18, 19]. Historical murals are very artistically meritorious and cover a wide range of important subjects. The accurate classification of these paintings is a difficult task for scholars, one that can be difficult even for experts in the field [20]. A multi- channel separable network model (MCSN) which uses the GoogLeNet network model as its basis, uses a compact convolution kernel to extract features from the shallow layer backdrop. To improve the classification rate and remove unwanted characteristics added to the picture, training of classification models were focussed on pertinent architectural material within the image [21]. Query based picture label retrieval and image classification using transfer learning algorithms is followed in [21] and a method for creating natural language descriptions of heritage photographs is designed in [22]. A Machine learning technique for classifying Thailand architecture images is discussed in [23]. A retrieval model is also developed which appends new heritage images to defined categories efficiently. Modality Cross Attention (MMCA) Network for picture and text matching which integrates sentence words and image regions into a single deep model is introduced in [24]. The MMCA architecture incorporates a special cross attention mechanism. This mechanism takes advantage of the inter modality interaction between image regions and sentence words as well as the intra modality relationship within each modality with skill. A Content Based Image Retrieval (CBIR) system that effectively retrieves relevant photos using the Deep Search and Rescue (SAR) Algorithm is presented in [25]. The suggested Deep Neural Network-SAR (DNN-SAR) involves several procedural stages, including preprocessing, multiple feature extraction, feature fusion, grouping, and classification. Image segmentation relies heavily on partitional clustering, and K-means is a well known [26] but highly sensitive method that is noisy and prone to converge to local optima based on initial cluster centers. Moreover, the K-means algorithm’s computation time is increased by the repeated calculating of distances between cluster centers and pixels.
A thorough review of the literature on the subject of classifying historical images reveals that deep learning techniques are now the mainstay of solutions. Building a system capable of learning about and anticipating the object of interest is the main objective of deep learning techniques. CNN [18] differs from the original artificial neural network in that it adds a hidden layer in addition to the artificial neuron network. There are many levels in the CNN architecture, including subsampling and convolutional layers. Recently, the majority of academics have shown interest in applying transfer models to soon to be solved vision based challenges, such as Googlenet, Alexnet, and VGGNet. Since digital archiving of kolam pictures is our area of interest, a practical and lightweight deep neural network is necessary. The plan is to build a mobile application for recording kolam pictures by integrating the designed model into a mobile platform. In order to begin our study on Kolam images, we gathered images belonging to five different categories: Swastik, footprint, geometric, animal, and plant themes. We created the first version, KolamNet [17], being motivated by the EfficientNet model’s [27] strength and lightweight design. Afterwards, we filled up the thirteen categories with the majority of the often occurring Kolam photos. The significance of kolam documentation and categorization stems from its application to gender aesthetics, community interaction, ethnographical predominance, and mathematical treasure. It is also possible to create an automated process based on vision that verifies the quality of Rangoli or Kolam artwork. To the best of our knowledge, no study has looked at vision based comprehension for recording and preservation of the traditional art form known as kolam. As a hybrid of EfficientNetB4, Dense, and parallel channel attention blocks, we provide KolamNetV2. We deduce that EfficientNet uses compound scaling and stacking of neural layers to learn the info rich characteristics of kolam pictures. The network benefits from DenseNet’s improved rich feature flow, and attention blocks facilitate the process of identifying the important characteristics of Kolam pictures.
The novel contributions present in this article are:	We address kolam as a fine art that needs digital heritage documentation.

	We establish a new kolam dataset of thirteen common categories.

	We design efficient deep neural network model namely KolamNetV2 on kolam dataset for kolam image classification.

	We conduct a comparative analysis of the intrinsic features of every pretrained model in the classification of kolam pictures.




Kolam dataset creation
A variety of wellknown cultural heritage archives, including Wikiart, the Society of Architectural Historians in association with Artstor in Chicago (SAHARA), and the Cultural Object Name Authority (CONA), offer organized collections of resources for artefacts, architectural sculptures, paintings, drawings, furniture, textiles, and visual records related to the arts. While Wikiart offers two lakh and fifty thousand art photos collected from over 100 countries worldwide, SAHARA only features one lakh photographs pertaining to architecture and landscapes. Additionally, collections of historical paintings, drawings, sculptures, and sketches from all around the globe have been made available by museums like the Metropolitan Museum of Art (Met) and EgsArt. Artworks from 5000 years ago may be found, in particular, in the Met collection [28]. The Indian government has taken a commendable step with Digital Hampi [29], using digital elements to preserve and restore Hampi’s ancient values and legacy. It facilitates information sharing and visual searches regarding sculptures and inscriptions. None of the sources offered a comprehensive picture collection for Kolam Fine Art, despite the fact that we possessed digital archives to document the historical materials.
The lack of available data motivated the creation of a fresh dataset for several types of kolam pictures. According to the findings of the study referenced as [30], it has been observed that kolam exhibits many categorizations depending on the motifs used, including but not limited to butterfly, cow, floral, fish, footprint, geometric, kamal, kurma, loop, naga, parrot, peacock, and Tulsi. Figure 3 depicts a collection of diverse kolam designs. Butterfly kolam denotes fertility and is believed to be good fortune. The cow has a revered status within the Hindu religion and is considered a symbol of agricultural sustenance. The Hindu community venerates the cow as a deity due to its role in fulfilling the nutritional requirements of young children via the provision of dairy products. Furthermore, panchakarma, which involves the excrement of cow, is a prominent component in the majority of rites. The floral kolam is symbolic of a promising future and plenty. The creeper motif symbolizes the ongoing expansion of the familial unit. Floral themes have a significant position in the ceremonial reception of the bride and groom. Many floral designs have a resemblance to the Lotus or Kamal, which is recognized as the national flower of India. The lotus plant originates from muddy environments, deriving its nourishment from the submerged dirt. As it grows, it emerges from the water and attains higher heights, ultimately blossoming in vibrant hues. The provision of confidence and hope for mankind to overcome challenging conditions is observed. The practice of meditation on the lotus symbol is used by temple priests as a means to attain Vedic strength and vitality. The theme of fish has significant importance in Kolam, since it is seen as a divine blessing bestowed by the deity of the sea. The significance of Lord Vishnu in Hindu scripture is worth mentioning. The piscine manifestation of Lord Vishnu is recognized as one of the avataric forms assumed by the deity, with the primary purpose of safeguarding people from tempestuous weather conditions. Furthermore, it is worth noting that the fish symbol has significance since it is intricately inscribed on the hand of Lord Buddha. The footprint is regarded as a sacred symbol and is prominently used in a wide range of religious rites. The footprint is often regarded as a sign of Lord Mahalakshmi in the. northern region of India, representing the deity’s association with riches, plenty, and success. In the southern region of India, it is customary to create a representation of a footprint on the sacred day of Janmashtami. This footprint symbolises the footsteps of Lord Krishna as he enters households during this auspicious celebration. The geometric motif encompasses a collection of straight and curved lines that are arranged in a pattern, such as the swastika, star, square, diamond, rectangle, and other similar shapes. The majority of yantra designs use this particular theme for the sake of meditation and ritualistic practises. The use of geometric motifs has the potential to enhance human psychic abilities. During auspicious events, it is customary to depict this symbol in temples and residences. The representation of the tortoise as one of the oldest incarnations of Lord Vishnu is shown by the symbolism of Kurma. The tortoise has a significant position within the cosmological beliefs of both Hinduism and Chinese culture. The three strata of the tortoise symbolise the terrestrial realm, the atmospheric domain, and the celestial sphere. The loop motif is a significant category of kolam designs that has mathematical attributes and incorporate knots. A daily ritual involves the act of drawing it at the door of one’s residence. This symbol is recognised for its function in safeguarding individuals from malevolent adversaries. The loop pattern is seen in both the archaeological site of Mohenjodaro and several celestial structures found in Europe. The Naga sign is said to have resemblance to the DNA structure found in both humans and Kananaskis. In addition to the customary task of painting at home, priests create an expansive naga mandala during homa rituals. The parrot, a visually appealing avian species, is said to be associated with the deity Goddess Andal. This symbolises the concepts of love, serenity, and desire. The Peacock is renowned for its aesthetic appeal and has the distinction of being designated as the National bird of India. In Hindu mythology, the peacock is regarded as the chosen vehicle of both Goddess Saraswathi and Lord Murugan. It is believed to possess the ability to safeguard people from the malevolent effects of the evil eye. Tulsi, often known as basil, is a botanical species recognised for its significant therapeutic properties and deep rooted cultural significance. The object in question is seen as a representation that exalts the deity Mahalakshmi. Table 1 presents the quantitative data pertaining to the quantity of photos collected for each kind of kolam.[image: ]
Fig. 3Sample images of different kolam types from kolam dataset

Table 1Details of kolam dataset


	S. No
	Class name
	Types
	Count

	1
	Class0
	Butterfly
	203

	2
	Class1
	Cow
	113

	3
	Class2
	Creeper
	310

	4
	Class3
	Fish
	113

	5
	Class4
	Footprint
	139

	6
	Class5
	Geometric
	255

	7
	Class6
	Kamal
	355

	8
	Class7
	Kurma
	99

	9
	Class8
	Loop
	402

	10
	Class9
	Naga
	100

	11
	Class10
	Parrot
	164

	12
	Class11
	Peacock
	363

	13
	Class12
	Tulsi
	193




The images were gathered from online search engines by using keywords corresponding to the various forms of kolam. We obtained assistance from neighbouring individuals, religious establishments, and sites of competitive events. Determining the quantum number of photos for various categories such as kurma, cow, fish, naga, and footprint poses significant challenges. Our research strategy included the collection of kolam pictures from printed publications. The dataset presents many challenges because to its diverse backdrops, the prevalence of standard hues across most kinds, the inclusion of both coloured and non colored versions of the same type of kolam, and variations in viewpoint. Given the aforementioned obstacles, it is essential to develop a highly effective deep learning network for the purpose of classifying the photos inside the kolam dataset.


Architecture of kolamNetV2 for kolam images classification
Our proposed pipeline consists of two major phases namely Offline and Query phase. During Offline phase our KolamNetV2 will learn about different types of kolam images and the learned knowledge is stored for classification purpose. In the query phase, user will send the kolam image of unknown category. Our pipeline will classify the category of kolam using the learned knowledge base.
The proposed KolamNetV2 deep network architecture comprises EfficientNet, a Dense channel attention module (DCAM) [30] and a parallel spatial channel module (PSCM) [31]. EfficientNet was proposed to circumvent the usual scaleup bottlenecks of convolutional neural network topologies. DCAM and PSCM are integrated into the EfficientNet (EN) architecture in this paper to learn the high level spatial properties of Kolam pictures. Mathematically, dots, non overlapping finite length lines and curves in kolam can be represented as distinct patterns and structures. In our kolamNetV2 model convolutional layers learn filters that detects these features. Dots are represented as localized points, lines as linear structures and curves as the combination of specific convolution patterns enabling the understanding of spatial relationships and arrangement within the image. By incorporating these mathematical representations, kolamNetV2 captures the intricate details of Kolam patterns during training and classification. The overall deep architecture of KolamNetV2 is shown in Fig. 4.[image: ]
Fig. 4Overview of Architecture of KolamNetV2


EfficientNet architecture
A convolutional neural network design called EfficientNet (EN) balances model accuracy and computational limitations. It achieves this by scaling up the depth, resolution, and width of the network’s layers using preset scaling coefficients, a technique known as compound scaling. These coefficients are calculated using a grid search algorithm that balances memory and hardware requirements by scaling various CNN components. Because the scaling components of EN are autonomous, the design is more robust than conventional scaling strategies. The compound scaling method also offers a better balance between the network’s channels and layer count. EN uses wider receptive fields and increases network depth to capture fine grained features of the image when processing huge input images to make up for the several layers conventional networks need. The neural architecture of EN is created to maximize the model’s accuracy and latency. As a result, it may be used easily and quickly in mobile apps to categorize and validate kolams while maintaining high accuracy. Assume the compound scaling coefficient as θ, the uniform scaling on depth (d), width (w), and resolution (r) is represented as,[image: $$d = \alpha ^{\phi } ,\;w = \beta ^{\theta } ,\;r = \gamma ^{\theta }$$]

 (1)


where αβ2γ2 2. Grid search is used to find these constants. The EfficientNet family of models, with versions ranging from ENB0 to ENB7, are scaled using the compound scaling method, starting from the ENB0 architecture as its basis. We compared the effectiveness of various EfficientNet model iterations in this study and found that the EfficientNetB4 version was best suited to tackle the issue. Different units make up the fundamental building blocks of the EfficientNetB4 design; their structure is shown in Fig. 5. The entire architecture of EfficientNetB4 was built using these components in combination. The compound scaling method in this architecture assigns specific values for the dimensions, with a depth scaling coefficient of 1.8, a resolution scaling coefficient of 300, and a width scaling coefficient of 1.4.[image: ]
Fig. 5Basic Units of KolamNetV2



Dense channel attention module
DCAM aids the entire network in learning about the essential meaningful and distinct patterns in Kolam image categories. Considering the channel axis of DCAM, the output in each layer is obtained by concatenating consecutive layers. Assume the result of the i-th layer as yi and can be written as[image: $$y_{i} = f\left( {\left| {X_{0} } \right|,{\mkern 1mu} {\mkern 1mu} \left| {X_{1} } \right|,{\mkern 1mu} \left| {X_{2} } \right|,......{\mkern 1mu} \left| {X_{{i - 1}} } \right|} \right)$$]

 (2)



To retain useful information over the number of channels at each layer, it is necessary to consider the rising rate of channels. To tackle this, we introduce channel attention in the dense block. We use two DCAMs at each level as encoder, combined with the decoder output after the up sampling process using the skip step. The result is serially provided to the next DCAM, followed by PSCM.

Parallel spatial channel attention module
Feature maps’ inter channel features are captured by the channel attention module (CAM) approach. Feature maps can be thought of as feature detectors in the context of Kolam image identification, and CAM offers a knowledge of ”what” is present in the image. Employing average and maximum pooling for feature aggregation, it boosts the network’s strength compared to using these pooling methods alone. CAM accomplishes this by extracting the structural properties from the feature map. With this method, two separate feature maps—ρavg and ρmax, are generated and input into a multi layer perceptron network (MLPN) to produce a channel attention map.
Element wise addition is used to produce the final channel attention feature. This channel attention process can be expressed mathematically as:[image: $$F_{c} \left( \rho \right) = \sigma \left( {\omega_{1} \left( {\omega_{0} \left( {\rho^{avg} } \right)} \right) + \omega_{1} \left( {\omega_{0} \left( {\rho_{c}^{\max } } \right)} \right)} \right)$$]

 (3)


where ω0 and ω1 are the weights of the first layer of an MLP that transform the input data using a linear operation, which is followed by a ReLU activation function that applies a non linear operation to the intermediate set of values.
The SAM (Spatial Attention Module) creates a feature that extracts the network features’ inter spatial data. Two attention modules, CAM and SAM, coordinate to capture various traits during the entire process. By calculating the attention factor of”where” it is positioned, SAM focuses on the important components of the kolam. Compared to CAM, SAM has a distinct aggregation strategy. On the channel axis, average and maximum pooling processes are carried out independently. The generated features are then concatenated and undergo a typical convolution operation at the final stage. The spatial attention mechanism is defined mathematically as[image: $$F_{s} \left( \rho \right) = \sigma \,{\text{conv}}\left( {\rho_{{{\text{avg}}}}^{s} ,\rho_{\max }^{s} } \right)$$]

 (4)


where ρsavg ρsmax represent the average and maximum pooling operations respectively.
In this work, the sequential organization of CAM and SAM is replaced by the parallel spatial channel attention module, which is performed like that of [13]. Figure 6 shows the detailed architecture of KolamNetV2. The dimension of different blocks is listed in Table 2.[image: ]
Fig. 6Detailed Architecture of KolamNetV2

Table 2Details of KolamNetV2


	Phase
	Function
	Dimension
	Depth

	1
	Conv 3 × 3
	224 × 224
	3

	2
	MBConv1, k 3 × 3
	112 × 112
	16

	3
	MBConv6, k 3 × 3
	112 × 112
	24

	4
	MBConv6, k 5 × 5
	56 × 56
	40

	5
	MBConv6, k 3 × 3
	28 × 28
	80

	6
	MBConv6, k 5 × 5
	14 × 14
	112

	7
	DCAM
	7 × 7
	512

	8
	DCAM
	7 × 7
	512

	9
	PSCM
	7 × 7
	512






Experimental findings and discussion
This section clearly elaborates on the experimental work carried out to analyse the performance of KolamNetV2 to classify the given Kolam images into one of the 13 categories. We discuss about the performance metrics, experimental protocol and findings in detail.
Performance metric
The following are the performance metrics used in the evaluation of KolamNetV2:	Precision: It shows the ability of KolamNetV2 to accurately find the class of Kolam images. It is calculated as:[image: $${\text{Precision}} = \frac{{{\text{True Positive}}}}{{{\text{True Positive}} + {\text{False Positive}}}}$$]





	Recall: Used to evaluate the performance of any classification system, Recall is defined as the proportion of true positives out of the sum of true positives and false negatives:[image: $${\text{Recall = }}\frac{{\text{True Positive}}}{{{\text{True Positive}} + {\text{False Negative}}}}$$]





	F1 Score: Shows the overall performance of the model using precision and recall.
It is defined as the harmonic average of precision and recall:[image: $${\text{F1}}\,\,{\text{Score}} = \frac{{{2} \times {\text{Precision}} \times {\text{Recall}}}}{{{\text{Precision}} + {\text{Recall}}}}$$]





	Accuracy: Relates the predicted class label by KolamNetV2 with the actual class label of images:[image: $${\text{Accuracy}} = \frac{{{\text{True Positive}} + {\text{True Negative}}}}{{{\text{True Positive}} + {\text{False Positive}} + {\text{True Negative}} + {\text{False Negative}}}}$$]





	Confusion Matrix: Useful in analyzing the strength and weakness of any classification model. It compares the predicted label with the actual class label for each sample in the dataset.






Experimental protocol
Various parameters were applied to augment the images, including a rotation range of 90 degrees, a width shift range of 0.1, a height shift range of 0.1, and horizontal and vertical flips. The image files were downsized to 224 × 224, and the Adam optimizer was used to update weights during training. A learning rate of 0.001 was initially set, and if validation loss did not improve after five epochs, it was dropped to 10%. The categorical cross entropy loss function was applied during training, and the batch size was set at 2. 250 epochs were set up, but training ceased as soon as the network started to overfit. A Nvidia 1080 GTX GPU was used to train the dataset. For the purpose of evaluation, we employ the same baselines for all deep models. To prevent overfitting and needless data training, we adopted an early stopping technique.

Performance evaluation of EfficientNet and its offspring on the kolam dataset
We began using EfficientNetB0 to conduct our experiments on the kolam dataset. When EfficientNetB0’s validation loss cannot be further improved, the training process is terminated. Table 3 lists the performance metrics obtained using EfficientNetB0. For the loop motif, the greatest precision is 0.96, while for the Tulsi motif category, it is 0.91. The third class, creeper, has the highest recall rate, at 0.97. A maximum average precision and recall value yields the highest F1score for the loop kolam motif. The total accuracy that was attained was 74%.Table 3Performance evaluation on efficientNetB0


	Classes
	Precision
	Recall
	F1Score

	0
	0.74
	0.8
	0.77

	1
	0.52
	0.77
	0.62

	2
	0.83
	0.97
	0.9

	3
	0.7
	0.73
	0.71

	4
	0.65
	0.48
	0.55

	5
	0.85
	0.8
	0.83

	6
	0.56
	0.47
	0.51

	7
	0.88
	0.74
	0.8

	8
	0.96
	0.82
	0.89

	9
	0.58
	0.55
	0.56

	10
	0.5
	0.81
	0.62

	11
	0.79
	0.75
	0.77

	12
	0.91
	0.79
	0.85




To enhance the accuracy, we tried the different offspring of EfficientNet, namely EfficientNetB1, EfficientNetB2, EfficientNetB3 and EfficientNetB4. The proposed research problem is investigated using EfficientNetB1 and shows a good precision and recall of 0.95 and 0.98 for footprint and creeper motifs, respectively. Surprisingly, Tulsi motif that achieved high precision by EfficientNetB0 shows a slightly reduced precision of 0.89 when evaluated by EfficientNetB1.The performance of EfficientNetB1 is enlisted in Table 4. EfficientNetB1 attains a slightly enhanced accuracy of 78%. The performance of EfficientNetB2 is enlisted in Table 5. Notably, Tulsi motif gained a high precision of 0.97 and a good recall of 1 was achieved by creeper kolam.Table 4Performance evaluation on efficientNetB1


	Classes
	Precision
	Recall
	F1Score

	0
	0.82
	0.82
	0.82

	1
	0.71
	0.91
	0.8

	2
	0.86
	0.98
	0.92

	3
	0.68
	0.77
	0.72

	4
	0.95
	0.74
	0.83

	5
	0.8
	0.65
	0.72

	6
	0.58
	0.6
	0.59

	7
	0.88
	0.79
	0.83

	8
	0.89
	0.78
	0.83

	9
	0.79
	0.75
	0.77

	10
	0.64
	0.84
	0.73

	11
	0.77
	0.75
	0.76

	12
	0.87
	0.87
	0.87



Table 5Performance evaluation on efficientNetB2


	Classes
	Precision
	Recall
	F1Score

	0
	0.75
	0.82
	0.79

	1
	0.68
	0.86
	0.76

	2
	0.84
	1
	0.91

	3
	0.59
	0.86
	0.7

	4
	0.77
	0.63
	0.69

	5
	0.77
	0.73
	0.75

	6
	0.64
	0.49
	0.55

	7
	0.71
	0.79
	0.75

	8
	0.88
	0.81
	0.84

	9
	0.92
	0.55
	0.69

	10
	0.64
	0.88
	0.74

	11
	0.77
	0.76
	0.77

	12
	0.97
	0.82
	0.89




Subsequently, we used evaluation criteria to analyze the performance of the next network, named EfficientNetB3, and found that the footprint motif outperformed all other categories in terms of precision rate, with the cow motif achieving the lowest precision score of 0.53. Table 6 shows that the creeper motif has the highest recall score of 0.97, while the loop motif has the best score of 0.83. EfficientNetB3’s accuracy of 75% is comparatively low in comparison to its successors’ descendants.Table 6Performance evaluation on efficientNetB3


	Classes
	Precision
	Recall
	F1Score

	0
	0.73
	0.82
	0.78

	1
	0.53
	0.86
	0.66

	2
	0.81
	0.97
	0.88

	3
	0.78
	0.82
	0.8

	4
	1
	0.56
	0.71

	5
	0.75
	0.71
	0.73

	6
	0.53
	0.5
	0.51

	7
	0.67
	0.95
	0.78

	8
	0.91
	0.76
	0.83

	9
	0.82
	0.45
	0.58

	10
	0.78
	0.88
	0.82

	11
	0.74
	0.74
	0.74

	12
	0.91
	0.84
	0.88




We then began to examine EfficientNetB4. According to the results, the loop and kamal motifs have the best precision and recall, respectively (see Table 7). EfficientNetB4’s accuracy of 77% indicates a slight lag in comparison to EffectiveNetB0. Inspired by EfficientNetB4’s capacity to solve invariance difficulties with optimal hyperparameters, we decided to improve EfficientNetB4 while we constructed and analyzed KolamNet based on it.Table 7Performance evaluation on EfficientNetB4


	Classes
	Precision
	Recall
	F1Score

	0
	0.73
	0.8
	0.76

	1
	0.72
	0.95
	0.82

	2
	0.86
	0.97
	0.91

	3
	0.64
	0.73
	0.68

	4
	0.72
	0.78
	0.75

	5
	0.8
	0.76
	0.78

	6
	0.55
	0.44
	0.49

	7
	0.66
	1
	0.79

	8
	0.95
	0.79
	0.86

	9
	1
	0.65
	0.79

	10
	0.74
	0.91
	0.82

	11
	0.73
	0.71
	0.72

	12
	0.94
	0.89
	0.92




Furthermore, we compared the training and validation loss functions to examine how various EfficientNet progeny learn. The training and validation loss learning curves seen in several EfficientNets are displayed in Fig. 7. At the 10th epoch, EfficientNetB0 exhibits minimal validation loss, as can be seen. We selected EfficientNetB4 for additional analysis since it demonstrates consistent performance over all 255 epochs.[image: ]
Fig. 7Learning curve on Kolam Dataset



Performance evaluation of proposed kolamnet and kolamNetV2
We evaluated the suggested KolamNet and KolamNetV2 topologies using the same methodology. Table 8 provides a clear understanding of KolamNet’s performance, indicating that the highest precision and recall for the Tulsi and creeper motifs, respectively, are 0.94 and 0.98. For the cow and naga themes, the minimum precision and recall scores are 0.61 and 0.5, respectively. The creeper motif yields the greatest F1Score of 0.95 when generated by KolamNet. Additionally, KolamNet attained a 77% accuracy rate.Table 8Performance evaluation on KolamNet


	Classes
	Precision
	Recall
	F1Score

	0
	0.84
	0.93
	0.88

	1
	0.61
	0.77
	0.68

	2
	0.91
	0.98
	0.95

	3
	0.74
	0.77
	0.76

	4
	0.78
	0.52
	0.62

	5
	0.7
	0.78
	0.74

	6
	0.71
	0.57
	0.63

	7
	0.84
	0.84
	0.84

	8
	0.88
	0.91
	0.9

	9
	0.77
	0.5
	0.61

	10
	0.8
	0.88
	0.84

	11
	0.82
	0.86
	0.84

	12
	0.94
	0.89
	0.92




By sandwiching dense attention between the EfficientNet and parallel spatial channel attention layers of KolamNet’s architecture, we were able to improve its accuracy and create KolamNetV2. Table 9 lists KolamNetV2’s performance metrics. It obtains an average F1Score of 0.7646, recall of 0.7784, and precision of 0.7769. Table 10 provides the comparison between KolamNet and KolamNetV2. For state-of-the art techniques and KolamNetV2, the average precision, recall, and F1Score value are calculated. It is evident that KolamNetv2 outperforms state-of-the art techniques in terms of performance. In order to comprehend the advancement over the epochs, we also compared the learning curve, which is shown in Figs. 8, 9 shows the performance of all the deep networks that were analyzed for the Kolam documentation process.Table 9Performance evaluation on KolamNetV2


	Classes
	Precision
	Recall
	F1Score

	0
	0.84
	0.93
	0.88

	1
	0.61
	0.77
	0.68

	2
	0.91
	0.98
	0.95

	3
	0.74
	0.77
	0.76

	4
	0.78
	0.52
	0.62

	5
	0.7
	0.78
	0.74

	6
	0.71
	0.57
	0.63

	7
	0.84
	0.84
	0.84

	8
	0.88
	0.91
	0.9

	9
	0.77
	0.5
	0.61

	10
	0.8
	0.88
	0.84

	11
	0.82
	0.86
	0.84

	12
	0.94
	0.89
	0.92



Table 10Performance comparison of KolamNetV2 with state of the art techniques


	Proposed Solutions
	Precision
	Recall
	F1score
	Prediction time (seconds)

	Efficient B0
	0.728
	0.729
	0.721
	0.01338

	Efficient B1
	0.787
	0.788
	0.783
	0.02034

	Efficient B2
	0.763
	0.769
	0.756
	0.01653

	Efficient B3
	0.766
	0.758
	0.746
	0.01723

	Efficient B4
	0.772
	0.798
	0.776
	0.0312

	KolamNet
	0.777
	0.778
	0.764
	0.0196

	KolamNetV2
	0.795
	0.785
	0.785
	0.04244



[image: ]
Fig. 8Comparison of Learning progress

[image: ]
Fig. 9Comparison of different efficientNet descendants and proposed kolamNets



Conclusion
KolamNetV2, an innovative deep network design, is presented in this article. It strongly emphasizes the fundamental value of dense channel attention and the parallel spatial channel attention module. KolamNetV2’s impressive performance highlights how well it can classify the thirteen different types of kolam patterns that are included in the large Kolam dataset. Comprehensive testing has conclusively shown that KolamNetv2 outperforms both KolamNet and conventional EfficientNet techniques in terms of performance. Interestingly, without adding to the cost of hardware implementation, the convolution block module’s integration into the EfficientNet design has markedly improved network performance. KolamNetV2’s lightweight design makes it a perfect tool for recording and safeguarding the rich history of kolam images, which are an essential component of India’s digital legacy. In addition, classifying and disseminating Kolam images globally could have a beneficial impact and create new avenues for future generations to learn about India’s classic artistic methods. As this deep architecture develops further, it could be extremely important in preserving the art of making kolams, which are particularly significant in many Indian festivals and state specific festivities. Furthermore, this technique may be used to efficiently separate the desired Kolam image from chaotic backgrounds, which presents another interesting use for this creative discovery.
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