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A practical workflow for the 3D 
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Abstract 

The Digital Humanities project Florence As It Was (http://​flore​nceas​itwas.​wlu.​edu) seeks to reconstruct the architec-
tural and decorative appearance of late Medieval and early Modern buildings by combining 3D point cloud models 
of buildings (i.e. extant structures such as chapels, churches, etc.) with 3D rendered models of artworks that were 
installed inside them during the fourteenth and fifteenth centuries. This paper documents a novel bifurcated work-
flow that allows the construction of such integrated 3D models as well as an example case study of a church in 
Florence, Italy called Orsanmichele (https://​3d.​wlu.​edu/​v21/​pages/​orsan​miche​le2.​html). The key steps worked out 
in the optimized workflow include: (1) art historical research to identify the original artworks in each building, (2) the 
use of LiDAR scanners to obtain 3D data (along with associated color information) of the interiors and exteriors of 
buildings, (3) the use of high resolution photogrammetry of works of art (i.e. paintings and sculptures) which have 
been removed from those buildings and are now in public collections, (4) the generation of point clouds from the 
3D data of the buildings and works of art, (5) the editing and cojoining of a textured polygon model of artworks with 
a reduced size (using novel algorithms) point cloud model of the buildings in an open-source software tool called 
Potree so that artworks can be embedded in their original architectural settings, and (6) the annotation of these 
models with scholarly art historical texts that present viewers immediate access to information, archival evidence, 
and historical descriptions of these spaces. The integrated point cloud and textured models of buildings and art-
works, respectively, plus annotations are then published with Potree. This process has resulted in the development of 
highly accurate virtual reconstructions of key monuments from the Florentine Middle Ages and Renaissance (like the 
fourteenth century building of Orsanmichele and the multiple paintings that were once inside it) as they originally 
appeared. The goal of this project is to create virtual models for scholars and students to explore research questions 
while providing key information that may assist in generating new projects. Such models represent a significant tool 
to allow improved teaching of art and architectural history. Furthermore, since the assigned location of some of the 
historic artworks within these sites are not always firmly known, the virtual model allows users to experiment with 
potential arrangements of objects in and on the buildings they may have originally decorated.
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Introduction
Digital technologies have been employed to create vir-
tual 3D models of geological formations, building sites, 
and simple objects since the 1980s [1–4]. These 3D mod-
els are constructed from data collected using techniques 
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such as laser scanning, LiDAR, structured light, and pho-
togrammetry. A data processing pipeline transforms the 
data from the initial generated point clouds to meshes to 
the final rendered (textured) 3D models with which users 
can interact in a viewing platform.

While the process of creating textured polygon models 
using photogrammetry dates to the 1980s, the employ-
ment of photogrammetry as a tool for the capturing and 
rendering of artworks is a more recent development, with 
its origins postdating the turn of the twenty-first cen-
tury [5]. Additionally, the technical processes involved in 
using LiDAR equipment to scan architectural structures, 
edit individual scans, and stitch together laser-captured 
forms were established only recently [6–11]. Since 2005, 
pipelines have been established to create accurate point 
cloud models of important sites such as the basilica of 
S. Francesco in Assisi, the Medieval wall of Avila, the 
Roman Forum in Pompeii, and multiple structures pro-
duced during the early modern period in Florence, to 
name but a few [12–15]. More recently, specialists have 
combined photogrammetric models with point clouds 
for research purposes, layering the former over the lat-
ter in order to place textured surfaces on top of spatially 
accurate models produced with LiDAR equipment [16–
19]. An important aspect of the traditional model con-
struction workflow has been the time-consuming process 
of editing collected scans and images to eliminate tan-
gential data that interferes with the model construction 
and the combining of individual point clouds to create an 
accurate representation of the structure.

Museum have been collaborating with imaging sci-
entists and art historians to create 3D digital models of 
their collections through 3D modeling, and the medium 
of sculpture usually receives the bulk of the attention [20, 
21]. Color 3D models of individual artworks are usually of 
modest size, such that they can be hosted on websites for 
scholars and the public to directly interact with the 3D 
models. They are usually controlled either by the owner 
of the original object or by the group responsible for its 
reproduction, often via a platform such as Sketchfab [22–
24]. Similarly, the proprietors of cultural heritage sites 
have invited 3D imaging specialists into their built envi-
ronments to scan their spaces to document their features 
for monitoring and historical purposes [25]. However, 
because they have been produced for reasons of research, 
preservation, and future restoration, these 3D models are 
usually made available only for the explicit use by muse-
ums, conservation experts, academic researchers, archi-
tects, and skilled craftsmen [26, 27]. For years, neither 
scholars nor the general public had the opportunity to 
examine point cloud models of important cultural herit-
age sites due to the unavailability of software programs 
that permitted users to navigate through models that 

were too large to be read on even well-equipped com-
puters in the public sector. However, the ability to make 
available to general users point cloud models of both 
culturally significant architectural spaces and of the art-
works that once decorated them has improved recently; 
it is now possible to combine both forms into a single 
model to reconstruct the possible original arrangement 
of the internal spaces.

Some European museums have experimented with 
combining 3D models of artworks and historic sites, 
although with significant limitations. The National Gal-
lery of Art in London, England produced a model of 
the demolished Florentine church of S. Pier Maggiore 
by inserting into a textured model of a point cloud of 
the building a pair of polygon models of paintings in 
the museum’s collection. This model was featured in a 
short video produced in 2015 that ultimately resulted 
in the formation of a Digital Humanities project called 
Florence4D (designed by Donal Cooper at Cambridge 
University and Fabrizio Nevola at Exeter University); 
however, in its current form, their model of S. Pier Mag-
giore cannot be accessed by the public [28]. In 2017 the 
Museo di San Marco rendered a reconstruction of the 
headquarters of the Florentine Linen Workers Guild and 
inserted into their model the museum’s large tabernacle 
of the Madonna del Linaiuolo by Lorenzo Ghiberti and 
Fra Angelico that was installed in the guildhall in 1434. 
Used for didactic purposes only, the model was never 
published. In a similarly unpublished venture, the Museo 
Civico and Bishop’s Palace in Pistoia created a 3D recon-
struction of their cathedral that included a model of the 
original high altarpiece from that space. Visitors could 
see the model while standing in the exhibition space, but 
could not access it from home. Clearly, the combination 
of models of both buildings and the artworks that origi-
nally decorated them is a promising venture in the docu-
mentation and exploration of cultural heritage. However, 
none of these earlier models are accessible to the public 
for private scrutiny, making them limited for the purpose 
of further study beyond their stunning visual qualities.

This paper presents a novel 3D reconstruction method-
ology developed by Florence As it Was that embeds tex-
tured 3D models of artworks into LiDAR-created point 
cloud models of the buildings in which those artworks 
were originally installed through the use of an open-
source software called Potree. This workflow skips the 
labor-intensive effort of generating textured models of 
large-scale point clouds of buildings. This simplification 
is crucial for large projects like Florence As It Was, which 
aims to reconstruct the artistic environments of dozens of 
structures from the thirteenth, fourteenth, and fifteenth 
centuries, as most current software tools require pro-
hibitively lengthy workflows to achieve suitable results. 
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This novel workflow simultaneously reduces the size of 
a point cloud model to make it accessible to the public, 
but still allows for the sufficient rendering of structures 
to make meaningful visualizations of artworks that were 
once inside them. This allows for the production of vir-
tual reconstructions of pre- and early-modern spaces as 
their designers originally intended. These reconstruc-
tions permit scholars to analyze current theories pro-
posed in the literature, test new hypotheses that posit 
alternative artwork arrangements, examine iconographic 
references between individual images, and formulate 
relational connections between images that have been 
removed and relocated to distant sites. Furthermore, they 
provide scholars and the public direct access to spaces 
and objects to visit and research artworks and historically 
significant spaces with unlimited time constraints. These 
hybrid models are also annotated with texts produced 
by art historians about the sites and the artworks, which 
enrich the scholarly and public experience. An example 
of this workflow may be seen in the case study of Orsan-
michele, a church in the center of Florence, Italy that was 
built and decorated in the fourteenth and fifteenth cen-
turies (Figs. 1 and 2). The results of this work are hosted 
at the project website at https://​3d.​wlu.​edu/​v21/​pages/​
orsan​miche​le2.​html. Material and methods

Church of Orsanmichele and its Paintings
This case study involves the 3D modeling of the three-
story building of Orsanmichele, located in the heart of 
Florence, Italy. The building of Orsanmichele was used as 
a granary until it was transformed into a church in 1336. 
During the fourteenth century, a number of panel paint-
ings were produced and installed on the twelve piers that 
serve as the building’s foundation. All three floors, a con-
nective staircase, and the entire exterior were scanned, 
and five paintings that were known to be originally 
installed on interior piers (but were removed in the early 
fifteenth century) were modeled (Fig. 3).

LiDAR
To create a 3D color model of the buildings at histori-
cal sites like Orsanmichele, data were collected with two 
portable LiDAR (light detection and ranging) systems 
from Leica Geosystems—the BLK360 and the RTC360 
(Fig.  4). Both are tripod-mounted and use laser range 
finding combined with 360-degree photography to cre-
ate color point clouds of scanned areas. The two systems 
differ in the speed of collection, range, and the accuracy 
of the resulting cloud. The BLK360 has a range of 60 m, 
a data collection speed of 360,000 points/second and a 
rate of accuracy of 6 mm at 10 m. A single medium den-
sity scan takes roughly five minutes to complete, and its 
compact size makes it both portable and efficient on site. 

Fig. 1  The exterior of the church Orsanmichele, located in Florence, 
Italy

Fig. 2  The interior of Orsanmichele, Florence

https://3d.wlu.edu/v21/pages/orsanmichele2.html
https://3d.wlu.edu/v21/pages/orsanmichele2.html
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However, the RTC360 far surpasses the specifications of 
the BLK360. With a range of 130  m, a collection speed 
2,000,000 points/second, and an accuracy rate of 1.3 mm 

at 10  m, the RTC360 completes each scan much faster 
than the BLK360 model (one Medium Density scan takes 
less than two minutes to complete).

Fig. 3  Five painted panels that once were displayed in the interior of Orsanmichele: a Jacopo del Casentino, Saint Bartholomew, Galleria 
dell’Accademia, Florence; b Andrea di Cione, Saint Matthew with Scenes from the Legend of Saint Matthew, Uffizi Galleries, Florence; b Matteo 
di Pacino, Devotional painting for a Florentine guild (Guild of Doctors and Apothecaries?): Saints Cosmas and Damian; [Left predella]: Miracle of the 
Transplantation of the Black Leg; [Right predella]: Decapitation of Saints Cosmas and Damian, North Carolina Museum of Art, Raleigh, NC; (4) Lorenzo 
di Bicci, Saint Martin and Saint Martin Dividing His Cloak, Galleria dell’Accademia, Florence; (5) Giovanni dl Biondo, Saint John the Evangelist and the 
Apotheosis of Saint John the Evangelist, Galleria dell’Accademia, Florence

Fig. 4  Examples of laser scanning using the Leica BLK360 in S. Miniato al Monte, 03 May 2018 and Leica RTC360 in S. Maria Novella, 13 June 2021 
(Photographs by George Bent)
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Photogrammetry
Structure-from-motion (SfM) photogrammetry was used 
to generate the 3D color models of artworks. SfM pho-
togrammetry is the process of acquiring 3D data and 
color information from multiple photographs taken from 
various positions and angles. Objects of interest, such as 
paintings or sculptures, are photographed in sequence in 
a series of rows moving across their surfaces and from 
all orientations, including above, below and the sides, 
with care taken to maintain a 70% overlap between each 
capture (Fig.  5). Normally, a digital camera, tripod, and 
additional external lighting (when there is insufficient 
ambient lighting) are used. For the dossal panel of Sts. 
Cosmas and Damian, a Nikon D610 full frame digital 
SLR camera was paired with Zeiss Makro-Planar 50 mm 
lens mounted on a tripod. However, initial tests were con-
ducted on four of the panels from Orsanmichele—Jacopo 
del Casentino’s Saint Bartholomew, Andrea and Jacopo di 
Cione’s Saint Matthew, Lorenzo di Bicci’s Saint Martin, 
and Giovanni del Biondo’s Saint John the Evangelist—with 
the camera in an iPhone 8 Plus cell phone, with promis-
ing results (Fig. 3). Often during this step scale bars are 
placed in the camera frame to give real world dimensions 
to the finished model. In our test the artworks were part 
of an active exhibition, and it was therefore impossible to 

attach scale bars to the wall during photography. Instead 
published dimensions were used to establish the scale of 
each artwork. The photographic datasets for photogram-
metry were initially processed using the Adobe Camera 
Raw software tool to adjust the white balance and expo-
sure. No image sharpening, cropping, or image distortion 
correction were done, as these modifications would affect 
the quality of the finished model [29]. After adjustment, 
high quality JPEG images were exported for processing 
with the photogrammetry software.

Software tools
Metashape Professional (version 1.8.1) from Agisoft cor-
poration was used to create textured photogrammetry 
models. Digital Lab Notebook (DLN): Capture Context 
(version 1 Beta), an open-source project by Cultural Her-
itage Institute, was used for tracking metadata in photo-
grammetry projects. Adjustments to photos were made 
with Adobe Camera Raw (version 10.4.0.976) by Adobe 
Corp. Cinema 4D (version S23) was used to trim textured 
mesh models and make minor edits prior to incorporat-
ing them into the hybrid model. Leica Register 360 (ver-
sion 2020.1) from Leica corporation was used for the 
registration and editing of LiDAR point cloud data. The 
open-source program Cloud Compare (version 2.10.2) 

Fig. 5  Structure-from-motion (SfM) photogrammetry requires capture from multiple overlapping camera angles. This screen capture from the 
workspace in Metashape, acquired of Matteo di Pacino’s panel painting, demonstrates the image acquisition process (Design by David Pfaff )
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was used for format conversion and final decimation of 
LiDAR data. A Potree Converter (version 2.1) was used to 
create a hierarchical data structure from the decimated 
point clouds. Potree (version 1.8) is currently being used 
on the server to handle delivery of the point clouds via 
web browsers.

Results
In this section, the optimized workflow to produced 
hybrid models of buildings and their associated original 
artworks is presented, along with an example case study 
of Orsanmichele with the panel paintings it contained at 
the end of the fourteenth century.

The 3D reconstruction workflow and methodology
The workflow is a bifurcated process that constructs 
accessible hybrid 3D models of historic sites (of build-
ings and their associated artworks) in fourteenth-cen-
tury Florence, summarized in Fig.  6. While a variety of 
different methodologies can be used to collect 3D color 
data of artworks and buildings, LiDAR with associated 
color information was selected to acquire data of build-
ings and SfM photogrammetry was used to collect 3D 
data of artworks associated with the buildings based on 
art historical research. Key goals of this workflow were 
to ensure that the hybrid 3D model could be explored 
using personal computers and laptops, as well as reduc-
ing the amount of time and labor needed to produce 
these integrated models. The simplest approach would be 
to render both buildings and artworks as textured mod-
els; however, the rendering of entire buildings—such as 
Orsanmichele—is too time intensive to complete in a 
reasonable time, particularly since the goal of the project 
is to capture the appearance of roughly forty structures in 
Florence. Thus, a compromise was made to keep build-
ings as point cloud models, but to create textured models 
of artworks. In so doing, the workflow for the buildings 

was designed and optimized to reduce the number of 
data points in the final point cloud. The reduction of the 
size of point cloud files and the implementation of the 
Potree program has made these products accessible to the 
public. But to make them more useful for both research 
and educational outreach, carefully researched auxiliary 
data was added in the form of text annotations.

LiDAR data collection of buildings
A LiDAR scanner obtains distance information from the 
position of the scanner to the object in its direct line of 
sight. The 3D model is obtained by scanning through a 
wide variety of angles. To create 3D color models here, 
the chosen LiDAR units scan twice, with the first scan 
collecting data from the laser and the second captur-
ing color information using cameras. Multiple scans 
must be completed around the exterior of a structure, 
through doorways and passages that connect one space 
to another, inside each room of a building, and with care 
taken to capture areas from different angles and with 
each scan positioned so that it aligns with the previous 
scan. The number of scans depends on the size of the 
space and the obstacles present.

LiDAR data post‑processing
The multiple LiDAR scans of a building need to be com-
bined and edited. This was done using Leica Register 360 
software, which is used to fine-tune the alignment of scan 
positions and clean the point clouds by deleting specific 
sets of unwanted points [30]. These unwanted points are 
due to various factors. Cultural heritage sites tend to be 
open to the public, and stanchions, cords, and rope lines 
are often placed in the middle of these sites for pur-
poses of crowd control, while educational materials are 
similarly installed in these spaces to explain images and 
objects of interest. Human beings often wander through 
an area during the scanning process, leaving behind 

Fig. 6  Flow chart, Florence As It Was 3D Modeling Workflow
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floating groups of points that recall their shapes (but not 
their identities). The editing process involves removing 
all discolored sections of point clouds caused by over- 
or underexposed photographs, unwanted human forms, 
and anachronistic objects that do not belong—fire extin-
guishers, didactic materials, chairs, and stanchions, for 
example.

Once the point cloud has been cleaned, the size needs 
to be reduced to make the final building model accessible 
on a personal computer. A full resolution point cloud for 
an entire building complex comprised of multiple struc-
tures might contain ten billion points or more, which 
is too large to be shared online. Register 360 is used to 
reduce, or decimate, the number of points in a model to a 
manageable size. This process impacts the appearance of 
the model minimally, as full resolution models have many 
duplicated points. The final number of points in the 
decimated model depends on a number of factors, most 
importantly the physical size of the structure and the 
number of interior and exterior spaces that are scanned. 
Orsanmichele, for example is a relatively small struc-
ture—it has three floors with a single room on each floor. 
The decimated model for this building contains 350 mil-
lion points. By way of comparison, another architectural 
environment scanned as part of the Florence as it Was 
project—the mendicant complex of S. Maria Novella—
required a reduction to 1 billion points to achieve a simi-
lar density due to its larger physical size. Therefore, the 
number of points needed to create a viable decimated 
point cloud model is determined by the structure itself 
and is realized through a process of trial and error. This 
visualization of the point cloud model is facilitated by a 
program called Potree, discussed below.

Photogrammetry of artworks
The photographs necessary to create the color 3D mod-
els were collected according to the procedure previ-
ously  described  and outlined in Table  1. The needed 
spatial resolution to visualize the works of art drives the 

number of photographs acquired during data collec-
tion. The subsequent conversion of the photographs into 
a polygon model is done with Agisoft  Metashape [31]. 
The color-corrected photographs, in JPEG format, are 
first imported and then aligned in a 3D space using the 
settings “high accuracy,” “generic preselection,” “40,000 
key point limit,” and “4,000 tie point limit.” After align-
ment, the orientation and position of the resulting point 
cloud is corrected to ensure that coordinates have been 
centered on the zero point of the world coordinates and 
that the point cloud is perpendicular to the ground plane. 
This step makes it easier to eventually align the artworks 
with the point cloud of the building. After orienting the 
model in the coordinate system, a dense cloud is cre-
ated using the setting “high quality” and a mild or mod-
erate depth filtering. The size of the dense point clouds 
of artworks typically ranges from 1 to 10 million points. 
Ornate 3D objects, like sculptures or multi-paneled 
altarpieces, often feature more points than single panel 
paintings. Once the point cloud has been constructed, 
the model is given a scale. Since scale bars were not 
included in the photographs, points were placed on the 
model in locations of the known dimensions of the art-
work. These points were used in the “Scale Bars” section 
in Metashape to establish a real-world scale. The point 
cloud is then cleaned by deleting parts of the model that 
are not required in the final version, such as walls, ceil-
ings, or floors.

The next step in the process is to create a polygon 
mesh from the point cloud using “Depth Maps” as the 
source, the surface type set to “Arbitrary(3D),” qual-
ity set to “High” with a custom face count, and a “mild” 
depth filtering. The number of polygons depends on the 
complexity of the real-world object. Flat surfaces with 
few protrusions or projections may be formed with 
relatively few polygons, while those with complex sur-
faces will require many more. The number of polygons 
created in this step is minimized to speed their loading 
when fitted into point clouds. The minimal loss of detail 

Table 1  Photogrammetric Model Metadata

Painting Artist Collection Photos Aperature: Shutter 
Speed

Image 
Dimensions 
(pixels)

Model 
polygon 
count

Model 
texture size 
(pixels)

John the Evangelist Giovanni del Biondo Florence, Accademia 33 f1.8: 1/12–1/16 3024 × 4032 56,501 8192 × 8192

Martin Lorenzo di Bicci Florence, Accademia 42 f1.8: 1/12–1/16 3024 × 4032 80,000 4096 × 4096

Bartholomew Jacopo del Casentino Florence, Accademia 20 f1.8: 1/12–1/17 3024 × 4032 48,741 4096 × 4096

Matthew Andrea di Cione Florence, Uffizi 66 f1.8: 1/06–1/16 3024 × 4032 218,000 4096 × 4096

Cosmas and Damian Matteo di Pacino Raleigh, NC, North 
Carolina Museum 
of Art

91 f4.5: 1/60 4016 × 6016 90,000 8192 × 8192
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is not important in the final reconstruction, as the pur-
pose of the 3D models of artworks is to give the viewer 
an impression of what the object might have looked like 
in its original setting, not to document minute surface 
details with a precise level of pinpoint accuracy. The pol-
ygon counts for the artworks in the case study range from 
about 50,000 to over 200,000 (Table  1). A photographic 
texture is then added to the mesh. In Metashape, pieces 
of the original photos are stitched together to create a 2D 
image that is wrapped onto the 3D file to give the model 
the appearance of the original object. Textures are cre-
ated using “Diffuse map” as the texture type, “Images” 
as the source data, “Generic” as the mapping mode, and 
“Mosaic” as the Blending mode. The texture size varies 
depending on the size and complexity of the artwork—
either 4 K (4096  x 4096) or 8 K (8192 x 8192). Metashape 
has tools for cropping and editing the finished textured 
mesh, but it often leaves jagged edges and imperfections 
around the outside of the model. To clean these outside 
edges the rendered model is exported to a 3D design. 
Florence As It Was uses Wavefront.OBJ for transferring 
and editing and Cinema4D by Maxon for final trim-
ming and cleanup [32]. After trimming and exporting 
from Cinema 4D, the file is ready to be incorporated into 
Potree to combine with the building point cloud. Table 1 
shows some of the details of the output textured mesh for 
the artworks.

Creating and viewing a hybrid 3D model in Potree
Potree, a suite of open-source tools for encoding and 
delivering large point clouds over the internet, was used 
to combine the 3D textured models of artworks and the 
point clouds of the building to make the reconstruc-
tions accessible to the public online [33, 34]. The Potree 
encoder uses a multi-resolution octree algorithm to 
organize a building’s point cloud into a 3D octree data 
structure. When viewed with the associated Potree 
viewer, this system delivers a fraction of the total points 
based on the user’s view direction and zoom level, mak-
ing it much more efficient than loading a full point cloud. 
In addition, the user maintains control over the total 
number of points loaded and several quality param-
eters giving them control over the amount of computer 
resources used by the web interface. It is not uncommon 
for the size of the decimated point clouds for buildings 
created by Florence As It Was to exceed 10 Gigabytes. 
This is too large a file to load completely into memory 
without slowing down a typical personal computer. 
Potree delivers a subset of the points based on the user’s 
zoom level and view direction which limits the local 
memory usage, while maintaining quality.

The decimated point cloud from Leica Register 360 is 
converted into the  .LAS format using an open-source 

tool called Cloud Compare [35]. The command line pro-
gram Potree Converter is used to encode the .LAS file into 
the octree format that can be delivered via a web server 
[36]. This step of the process creates a folder containing 
three files: “Octree.bin” which contains all of the point 
data in un-ordered nodes, “hierarchy.bin” which contains 
the hierarchy to order the nodes in the previous file, and 
“Metadata.json” which contains data necessary to load 
and display the points. These applications are available 
on the Potree GitHub page at https://​github.​com/​potree.

To deliver the content publicly, an Apache web server 
was provisioned on a virtual machine at Washington and 
Lee University and mapped to a custom URL: “3d.wlu.
edu.” To set up the server for hosting Potree content, all 
the necessary libraries and dependencies specified in the 
Potree resources GitHub repository has been copied to 
the HTML directory of the web server.

Encoded point clouds and polygon models are delivered 
via HTML and scripts in a standard web page. The Potree 
Converter can generate a basic web page that includes the 
necessary libraries and scripts to display the point cloud 
and viewer controls. The viewer’s look and feel are con-
trolled using cascading style sheets, while parameters of 
default settings like point cloud quality can be controlled 
through HTML. Ancillary open-source libraries extend 
the functionality of the viewer. One of these open-source 
libraries, Three.JS, allows for the placement of polygon 
models alongside the point cloud content. The Potree 
install includes a rich set of example pages that illustrate 
alternative types of content that can be added, including 
textual and image-based annotations. The complete syn-
tax of any Potree webpage can be viewed using the “view 
source” feature in a web browser. The annotated source 
code for our case study page can be seen in our GitHub 
repository (this is a simple example page containing one 
point cloud, five polygon models and six textual annota-
tions) [37]. The code has been commented to highlight 
the function of various sections.

Annotations: adding meaning to models
Annotations for models are essential components of this 
project and come in a variety of forms. These annotations 
may be translations of early descriptions, transcriptions 
of archival material, or original content written by art 
historians who participate as members of the Florence As 
It Was team: They may also include photographs and/or 
film clips if and where appropriate.

Art historians and their assistants review the extant 
literature on structures scanned and the images photo-
graphed for 3D models. Of primary value are descrip-
tions that were written in the  seventeenth, eighteenth, 
nineteenth, and twentieth centuries by Italian and Ger-
man critics and historians who identified the objects and 

https://github.com/potree
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images that were placed inside those structures at the 
time their descriptions were published [38–40]. These 
texts are often dense and difficult to understand, due to 
the decorative appearance of the buildings under exami-
nation that were in their descriptions. When compared 
side by side, however, they provide a sequence of chrono-
logical snapshots that show the evolution of a building’s 
decorations over time. If Giuseppe Richa describes the 
interior of Orsanmichele one way in 1757, but Luigi Pas-
serini describes it differently in 1860, we have a sense of 
how images were moved inside the structure between the 
time of the two writings and thus how its program of vis-
ual material changed from one period to another.

A second kind of annotation comes in the form of 
the transcription of original documents that have been 
published by scholars that address various issues associ-
ated with a building or the objects connected to it. The 
wealth of material available to the scholarly community 
in the ample contents of the Archivio di Stato in Florence 
provide a seemingly ceaseless flow of information from 
primary sources. These documents can often (but not 
always) confirm the locations of these objects, the dates 
of their commission and/or installation, and the identi-
ties of the artists and/or patrons who were involved in 
those projects.

Using as sources the findings of previous scholars and 
the primary archival material they used to arrive at their 
conclusions, art historians produce short explanatory 
essays that detail specific features of buildings and the 
objects inside them which are then embedded into Potree 
and photogrammetric models (Fig.  7). These essays 
include basic information and data based on scholarly 
consensus, as well as brief summaries that might explain 
the iconographic content of an image, the way in which 
a liturgical object was used, the highlights of the artist’s 
career, the interests of the object’s patron, or the ways in 
which the image or building may have been interpreted 
in the past within the context of others in its immediate 
vicinity.

Creating and embedding annotations in the model is 
of fundamental importance in this project. Point cloud 
and photogrammetric models present users with impor-
tant information when they stand alone, but annotations 
provide context for those models, detailed information 
to help users understand what they are seeing, and intel-
lectual tools to help them both critique the interpreta-
tive reconstructions inserted into models and to venture 
forth with interpretations of their own. Without annota-
tions, models of cultural heritage sites have no meaning, 
no historical value, and no purpose beyond the level of 
being mere digital curiosities.

Annotations are added to the point cloud model using 
the “Annotation” function from the Potree.js library. Basic 

annotations can display a title and a description and can 
contain standard HTML elements like links, jpgs, or 
film clips. Annotations must include coordinates for the 
annotation, a camera position, and a camera target. The 
coordinates will fix the annotation in the model, while 
the camera position and target will direct the user to a set 
viewpoint when the annotation is clicked in the 3D scene. 
The coordinates for the annotation can be located using 
the Point Measurement tool in the Potree Viewer. The 
camera position and target can be found by navigating 
to the desired view in the Potree Viewer, then selecting 
“Camera” under the scene objects section of the menu. 
The values will appear in the “Properties” section of the 
menu.

Case study
The case involves the 3D color rendering of the three 
story building of Orsanmichele, the former granary that 
burned in 1304, was rebuilt soon thereafter, and was dec-
orated with paintings and sculptures after its transforma-
tion into a church in 1336. This example can be found 
on the project website at https://​3d.​wlu.​edu/​v21/​pages/​
orsan​miche​le.​html.

The church of Orsanmichele is located in the center of 
Florence along the Via dei Calziauoli, a major urban ave-
nue that links the civic center of city (the Palazzo della 
Signoria, once occupied by its publicly elected gover-
nors) to its spiritual center (the cathedral and baptistery). 
Originally used as a monastery, the three-story rectan-
gular building was converted into a grain loggia in the 
middle of the thirteenth century [41]. But when a paint-
ing affixed to one of the loggia’s columns began to work 
miracles in 1292, the space was quickly transformed into 
a popular cult center [42]. An arsonist’s rage resulted in 
the destruction of the structure in the fire of 1304, but 
Orsanmichele was quickly rebuilt, probably as early as 
1315. In 1336 the building was refashioned into a church, 
with the twenty-one guilds of Florence pledging to sup-
port it by commissioning devotional artworks to decorate 
its interior and exterior. A painting of the Madonna and 
Child, produced by Bernardo Daddi, was installed there 
in the month of June 1347 and immediately began to 
work miracles of its own (Fig. 8). To celebrate its impor-
tance, an elaborate marble tabernacle was carved to 
house it during the decade of the 1350s, and by 1365 the 
miracle-working image in Orsanmichele, now the church 
of the guilds, was recognized as the official painting of 
the city [43].

In keeping with the legally binding agreement they 
had made, the guilds of Florence arranged for local 
painters to produce effigies of their patron saints to sur-
round the miracle working painting of the Madonna and 
Child (Fig. 3) [44]. The earliest of these, dedicated to the 

https://3d.wlu.edu/v21/pages/orsanmichele.html
https://3d.wlu.edu/v21/pages/orsanmichele.html
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figure of Saint Bartholomew, was painted by an artist 
named Jacopo del Casentino on behalf of the Delicates-
sen Owners Guild and installed in Orsanmichele some-
time around the year 1340 [45]. Andrea di Cione and his 
brother, Jacopo, painted a triptych for the Bankers Guild 
that was dedicated to Saint Matthew and installed in 1369 
on a pier near the cult image of the Madonna and Child. 
Matteo di Pacino’s panel of Saints Cosmas and Damian 
was installed on the pier maintained by the guild of Doc-
tors and Apothecaries by 1375, at nearly the same time 
that Lorenzo di Bicci’s panel of Saint Martin appeared 
on the pier claimed by the Vinters guild. Giovanni del 
Biondo’s painting of Saint John the Evangelist, commis-
sioned by the Silk guild, was installed next to Bernardo 
Daddi’s Madonna and Child by 1380. Nearly every side of 

the twelve piers inside the church of Orsanmichele held 
one of these dossal panels dedicated to a guild’s patron 
saint. Yet, for reasons that escape us still, this decorative 
program was deemed untenable by the church’s proprie-
tors. By 1409 each of these panels had been removed and 
dispersed to allow an artist named Niccolò di Pietro Ger-
ini to paint frescoes of these same figures in niches that 
were carved into the piers (Fig. 2). The original decorative 
program of Orsanmichele’s interior was therefore altered 
by these new additions.

Although the building of Orsanmichele still stands, and 
although the tabernacle and cult image of the Madonna 
and Child have never been moved from it, the remain-
der of the original decorative program inside the gra-
nary-turned-church has been stripped away forever. 

Fig. 7  Annotation for panel attached to pier in Orsanmichele: Matteo di Pacino, Devotional painting for a Florentine guild (Guild of Doctors and 
Apothecaries?): Saints Cosmas and Damian; [Left predella]: Miracle of the Transplantation of the Black Leg; [Right predella]: Decapitation of Saints Cosmas 
and Damian, circa 1370–1374



Page 11 of 17Bent et al. Heritage Science          (2022) 10:118 	

The dossal panels that have survived, now maintained 
in art museums on either side of the Atlantic Ocean, can 
be seen in neither their intended setting nor in relation 
to the other dossal panels that joined them in the open 
space of Orsanmichele. This dispersal of imagery makes 
the cultural historian’s job of understanding the form 
and function of one of Europe’s most important medi-
eval centers unusually difficult. The only way to see the 
appearance of this space as it was originally conceived is 
to create a hybrid model that fuses a reconstruction of 
the architectural space with models of the artworks that 
were intended to be seen there.

3D data collection and processing of Orsanmichele
LiDAR data collection of the external and internal rooms 
of the Orsanmichele were collected using two different 
commercial LiDAR units that also collect color informa-
tion. The LiDAR scanners were used to capture data on 
all three floors of the structure, including the cult image 
of the Madonna by Bernardo Daddi (1347) and its sur-
rounding tabernacle on the ground floor, the original 
sculptures of guild patron saints (1340–1463) in the 
museum on the primo piano, the rafters above the sec-
ondo piano, and the winding staircase on the northwest 
corner of the building that connects all three floors 
[46]. The 3D and color information of the exterior the 

Orsanmichele was collected with LiDAR units as well. 
The full point cloud model of this building contains 2.7 
billion points, whereas the decimated version available 
online and that appears in the illustrations of this arti-
cle contains 326 million points, a significant reduction 
that makes the viewing of this model manageable on any 
user’s personal computer.

3D Data collection and processing of artworks associated 
with Orsanmichele
Paintings known to have been installed inside Orsan-
michele between 1340 and 1400 were photographed, 
modeled, and annotated through the workflow previ-
ously described in the section titled “LiDAR data collec-
tion of buildings”  (Fig. 9). These paintings include three 
works now in the Florentine Galleria dell’Accademia—
Giovanni del Biondo’s dossal of Saint John the Evange-
list commissioned by the Silk Guild, Lorenzo di Bicci’s 
painting of Saint Martin for the guild of the Vintors, and 
Jacopo del Casentino’s panel of Saint Bartholomew for 
the Delicatessen Owners—as well as the Saint Matthew 
Triptych by Andrea and Jacopo di Cione for the Bankers 
Guild, now in the Uffizi Galleries (Fig. 3) [47–50]. These 
models were then stitched into the point cloud model of 
Orsanmichele created from the LiDAR scans and pinned 
to the pier upon which each had originally been placed 
(Fig. 10). The model of the Saint Matthew Triptych was 
then annotated with short commentaries.

This digitally reconstructed space directly impacts the 
way scholars approach their study of this artistic envi-
ronment. The discipline of art history demands a rigor-
ous application of visual observation that influences and 
guides the scholar’s analytical study and inquiry. Hav-
ing the ability to see the painting of St. Matthew hang-
ing in its original location next to the other paintings and 
objects that were always intended to be seen alongside 
it in Orsanmichele immediately alters our perception 
of the image and our interpretation of its message and 
importance. No longer examined only as single images 
that stand alone on museum walls, panels from the four-
teenth-century guild church can now be studied as they 
were meant to be seen—as parts of a larger ensemble 
of effigies of Apostles, Evangelists, and Early Christian 
Saints that were set in specific positions around the mira-
cle-working cult image of the Madonna of Orsanmichele. 
One can now see, for example, the emphasis that was 
placed on scenes of martyrdom in predella and apron 
panels in many of these images, and how the represen-
tation of the elegantly dressed Matthew corresponded to 
the more simply garbed figures of Martin, Bartholomew, 
and John the Evangelist—currently in the Accademia Gal-
lery—that once occupied the piers surrounding Andrea 
di Cione’s painting, now in the Uffizi Galleries. One can 

Fig. 8  Bernardo Daddi, Madonna and Child, Orsanmichele, Florence; 
Andrea di Cione, Tabernacle, Orsanmichele, Florence
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also see the effects of the glittering gold ground paintings 
hanging on the twelve piers that once comprised the inte-
rior decorations of Orsanmichele before their removal in 
the early fifteenth century.

The successful test of this process led to the addition 
of a fifth painting to this group of dossals from Orsan-
michele. A panel currently located in the North Carolina 
Museum of Art representing Sts. Cosmas and Damian, 
the patrons of the guild of doctors and apothecaries, has 
been connected in the scholarly literature to one of the 
piers of Orsanmichele [51]. This painting was photo-
graphed, edited, and modeled (Fig. 11). The photogram-
metric model was inserted into the point cloud model of 
Orsanmichele on the pier maintained by the guild that 

commissioned the work from Matteo di Pacino, and an 
explanatory annotation was written and then attached to 
the point cloud model next to the panel (Fig. 7) [44]. Eng-
lish translations of descriptions of Orsanmichele written 
in Italian by Giuseppe Richa (1754) and Luigi Passerini 
(1860), as well as a translation into English of the analysis 
of the building written in German by Walter and Elisa-
beth Paatz (1955), are currently underway, and transcrip-
tions of selected documents previously published in 1996 
by Diane Zervas will be added as annotations [52].
The hybrid 3D model presented in our case study lacks 

some of the fidelity of the original data set. Decimation of 
the LiDAR data lowers the density of the point cloud, and 
the SfM photogrammetry models were made with lower 

Fig. 9  Annotation for Andrea di Cione, St. Matthew and Scenes from the Legend of Saint Matthew, Uffizi Galleries, Florence
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polygon counts and smaller textures than is possible with 
the photographs. While this may seem to threaten the 
integrity of the overall visualization of the total product, 
the resulting model has a satisfactory appearance and 
enough points to easily make accurate measurements. 
Most importantly, the utility of combining multiple data 
types and of making the model easily accessible online 
offsets small reductions in spatial resolution.

Discussion
Although point cloud and photogrammetric models of 
buildings and artworks have been produced before, Flor-
ence As It Was developed a novel workflow that pro-
duces a highly accessible hybrid model that combines 
these two types of models. Color point cloud models of 
historic building created using LiDAR and associated 
photogrammetric works of art have been combined to 
give the best of both worlds: architectural spaces recon-
structed with high spatial accuracy containing artworks 
at a suitable spatial resolution to recreate virtual historic 
spaces as they appeared before the year 1500. The choice 
to use point clouds for the architectural portion of these 
model is mainly one of convenience. It is possible to cre-
ate textured mesh models of large architectural spaces 
from LiDAR point clouds, but it is very time consuming 
and technically challenging. Given the large scale of the 
project undertaken by Florence As It Was, it would be 
prohibitive to add that step to the workflow. The detail in 
the colored point cloud models is more than sufficient to 
give the viewer a sense of the architectural space in which 

Fig. 10  Photogrammetric Models of Panel Paintings Originally Installed in Orsanmichele Embedded in Point Cloud Model (George Bent and David 
Pfaff )

Fig. 11.  3D color model of Sts. Cosmas and Damian by Matteo di 
Pacino
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the artworks—the main focus of the final product—are 
placed.

These hybrid models, stored on a secure server hosted 
at a home institution, may be accessed through a web 
browser by any user. No longer stored for the exclusive 
use of curators, restorers, or museum directors, these 
models may now come into the public realm for the edi-
fication of the general public and the scholarly research 
internationally, gratis. Thus, this workflow has  enabled 
us to create a virtual space of Orsanmichele that may be 
traversed and inspected with navigational and measur-
ing tools already included in the Potree interface (Figs. 12 
and 13). The 3D models of the panel paintings now in the 
collections of the Accademia, Uffizi, and North Carolina 
Museum of Art can be reunited, examined, and discussed 
in a new context by rendering them into their original 
locations within the architectural model to recreate the 
intended ambiance of the space that has not been avail-
able to modern eyes since 1409 (Fig. 10). Cultural herit-
age professionals, scholars, and students may test the 
published hypotheses found in the scholarly literature 
without traveling abroad, negotiating with bureaucratic 
agencies for permissions, or embarking on cumbersome 
exercises on site.

Future work
The Florence As It Was team intends to model no fewer 
than forty extant structures designed and built in Flor-
ence before the year 1500. The majority of this work will 
be completed during the 2022–23 academic year. Each 
model will be attached to (and highlighted on top of ) its 
corresponding reference in the Buonsignori Map that 
appears on the landing page of http://​flore​nceas​itwas.​
wlu.​edu. When appropriate, each building will then be 
populated with the photogrammetric models of the art-
works that have been created from photographs taken by 
team members and modeled at Washington and Lee Uni-
versity. The database will be updated regularly, with geo-
graphic coordinates included to permit users to map the 
presence of historical figures, objects, and the locations 
of activities in the city according to filters selected by 
each user. Efforts will be made to combine this data with 
that collected by the Digital Humanities teams of Digital 
Sepoltuario, Florence4D, DECIMA, and CATASTO with 
the goal of creating a single 2D map that contains artis-
tic, architectural, social, economic, political, familial, and 
religious information to form a single Florentia Illustrata 
site hosted by the Harvard University Center of Italian 
Renaissance Studies at the Villa I Tatti.

Fig. 12  The Potree clipping tool being applied to the Orsanmichele point cloud

http://florenceasitwas.wlu.edu
http://florenceasitwas.wlu.edu
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Conclusions
The workflow employed by Florence As It Was demon-
strates that approaches to digital humanities in general 
and digital art history in particular have only begun to 
scratch the surface of their true potentials.

The reconstruction methodology for creating a hybrid 
model with two distinct types of spatial data—one for 
cultural heritage architectural sites and the other for art-
works and objects that were once installed there—cou-
pled with historical annotations introduces three unique 
opportunities for cultural heritage researchers. First, it 
establishes a workflow that permits researchers to com-
bine multiple data types into a single spatial interface. 
The data can include point cloud models produced from 
laser scans, textured mesh models, text annotations, 
video, and sound. Second, this process enables design-
ers to test their hypotheses digitally when reconstructing 
architectural, artistic, or archaeological sites of their own. 
Third, it provides professionals, students, and research-
ers direct access to spaces and objects rendered in these 
models, thus granting unfettered time for study to both 
scholarly and general audiences.

The work to catalog museum collections, provide data 
and information about spaces and objects, and map that 
information onto 2D surfaces have provided users with 
invaluable resources with which to consider their mate-
rials. However, digitized models of cultural monuments 
can provide restorers with additional data that can have 
real-world consequences, as was the case recently when 

the accurate point cloud rendering of Notre Dame Cathe-
dral made by Dr. Andrew Tallon in 2013 was employed to 
guide the direction of the reconstruction process neces-
sitated by the devastating fire of 2019 [53].

Placing these artworks in their original settings using 
digital tools that can be accessed by anyone, anywhere, at 
any time now expands both our understanding of an art-
work’s original context and the accessibility of this infor-
mation to the public. The workflow we have created can 
be replicated with relative ease by any institution that has 
the personnel, the time, and the budgetary flexibility to 
invest in the necessary equipment and software to rec-
reate the spaces and decorations of the world’s cultural 
monuments with a level of precision never before attain-
able in the analog world.
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