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Abstract 

During the restoration of iron cultural relics, the removal of rust from these artifacts is necessary. However, this rust 
removal process may lead to inconsistent local color on the iron relics. To address this, mending materials are applied 
to treat the surface, ensuring consistent local color. In the surface treatment of iron cultural relics, a significant chal-
lenge lies in modulating the color of these mending materials. The corrosion products of Yuquan Iron Pagoda are 
mainly Fe3O4, γ-FeO(OH), α-FeO(OH) and α-Fe2O3, with contents of 13.1, 16.1, 40.2 and 30.6%, respectively. Due to their 
structural stability and suitable color characteristics, Fe3O4 and α-Fe2O3 are selected as the primary raw materials 
for the repair material. This study employs machine learning methods to predict the color of mending materials 
corresponding to varying contents of α-Fe2O3, Fe3O4, and epoxy resin. The Artificial Neural Network (ANN), eXtreme 
Gradient Boosting (XGBoost), and Light Gradient Boost Machine (LightGBM) algorithms are utilized to develop 
the model, and the predictive performance of these three algorithms is compared. XGBoost exhibits the best pre-
diction performance, achieving a square correlation coefficient (R2) of 0.94238 and a mean absolute error (MAE) 
of 0.68485. Additionally, the SHapley Additive exPlanations (SHAP) method is employed to analyze the most crucial 
raw material affecting the color of mending materials, which is identified as Fe3O4. The study illustrates the specific 
process of employing this model by applying it to the surface treatment of the Yuquan Iron Pagoda, demonstrating 
the practicality of the model. This model can be applied to assist in the surface treatment of other iron cultural relics.
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Introduction
The Yuquan Iron Pagoda
Iron cultural relics hold significant historical value 
and serve as crucial evidence in historical and cultural 
research. Among these relics, the Yuquan Iron Pagoda 
stands out as the tallest, heaviest, and most complete 
iron pagoda cultural relic in the country. Built in 1061, 
the Yuquan Iron Pagoda boasts a history of 963  years. 
The Yuquan Iron Pagoda stands at 16.945 m in height and 
weighs 26472.3 kg. Its surface features a total of 120 pat-
terns, including 85 Buddha images, 2279 Buddha figures 
(2260 Buddha statues in existence), and 35 other decora-
tive motifs. The intricate Buddha statues and decorative 
patterns highlight exceptional casting and carving crafts-
manship. Additionally, there are 1762 inscriptions on the 
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pagoda’s surface, documenting its historical significance. 
Constructed in the form of a wooden pavilion, the pago-
da’s body is made of pig iron in sections without welding, 
relying solely on its weight for stability. The unique con-
struction technology and design concept of the Yuquan 
Iron Pagoda offer valuable guidance in modern architec-
tural design. As an outstanding material cultural heritage 
of the Chinese nation, the Yuquan Iron Pagoda serves 
as a repository of history and culture, representing a 

significant humanistic resource with profound social and 
artistic value.

The long-term effects of the natural environment 
have led to damage to the Yuquan Iron Pagoda [1–3], 
as depicted in Fig.  1. The Yuquan Iron Pagoda was dis-
mantled, revealing a total of 54 components. Among 
these, only 2 pieces showed no obvious corrosion, while 
the remaining 52 components exhibited varying degrees 
of corrosion, as illustrated in Fig.  2. The rust affliction 

Fig. 1  The corrosion status of the Yuquan Iron Pagoda

Fig. 2  Schematic diagram of rust lesion grades
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affecting the Yuquan Iron Pagoda has been notably 
severe, particularly impacting the inscriptions and cast 
images on the pagoda, thereby endangering the loss of its 
historical information.

In an inland neutral environment, iron absorbs water, 
forming a thin liquid film on its surface, which leads to 
electrochemical corrosion and the formation of a pri-
mary corrosion cell. The process begins with the anodic 
dissolution of iron, resulting in the formation of Fe2+ ions 
(as shown in Formula 1). Subsequently, oxygen (O2) from 
the air enters the water film on the iron surface, lead-
ing to the ionization of OH− ions (as shown in Formula 
2). Electrochemical corrosion of iron primarily occurs 
due to oxygen absorption corrosion. Under neutral and 
weakly alkaline conditions, the OH− ions produced by 
the cathodic reaction migrate to the anode and combine 
with Fe2+ ions to form Fe(OH)2 (as shown in Formula 
3) [4]. The specific chemical reaction formulas are pre-
sented in Table 1.

The Fe(OH)2 produced during the initial stages of 
cast iron corrosion is characterized by its loose, weak 
structure, limited thermal stability, and susceptibility to 
rupture. It reacts with O2 in the thin water film to form 
γ-FeO(OH), a process characterized by a standard free 
energy change (∆G298) < 0, indicating it is a spontane-
ous and irreversible process [5]. However, γ-FeO(OH) 
exhibits poor thermal stability and initially dissolves 
and precipitates into amorphous hydroxyl iron oxide 
(FeOx(OH)3-2x) under neutral conditions. Rusty mate-
rial in this state is highly unstable and undergoes a solid-
state transformation to form the thermally more stable 
α-FeO(OH) [6]. Additionally, in humid nighttime condi-
tions, the less stable γ-FeO(OH) transforms into the more 
stable Fe3O4 [5]. Conversely, under dry daytime exposure, 
some of the γ-FeO(OH) gradually loses H2O, leading to 
the formation of the more stable reddish-brown com-
pound hematite α-Fe2O3 [7].

These corrosions will not only destroy the artistic 
value of the Yuquan Iron Pagoda, but also jeopardize its 
safety and stability. Hence, the restoration of the Yuquan 
Iron Pagoda is of utmost importance. The initial step in 
restoring an iron pagoda involves rust removal. However, 
this process may result in certain areas of the pagoda sur-
face appearing too bright, creating a significant difference 
in the local color of the iron pagoda. When restoring iron 

cultural relics, efforts should be made to preserve their 
original appearance, ensuring no visible traces of repair. 
This approach maintains the sense of history and origi-
nal style of the restored iron cultural relics. Therefore, 
the Yuquan Iron Pagoda requires surface treatment to 
achieve consistent local color and restore the historical 
essence of the pagoda.

The surface treatment of the iron pagoda involves the 
application of mending materials that closely resemble 
the color of the pagoda onto the areas requiring treat-
ment. These mending materials must not only exhibit 
excellent bonding with the iron pagoda but also possess a 
color similar to that of the pagoda. As illustrated in Fig. 1, 
the rust colors observed on the iron pagoda are pre-
dominantly yellow, red, and black. Yellow rust is deemed 
harmful due to its poor stability and cannot serve as 
a raw material for repair materials. The colors of Fe3O4 
and α-Fe2O3 are black and red, respectively, resembling 
the rust of the iron pagoda and possessing stable proper-
ties [8]. Therefore, Fe3O4 and α-Fe2O3 can be utilized as 
raw materials for crafting mending materials for iron cul-
tural relics [9]. These materials are employed in the sur-
face treatment of iron anchors [10]. Additionally, epoxy 
resin, known for its excellent aging resistance and adhe-
sion properties, can be used as a raw material for mend-
ing materials [11]. When mixed with mineral pigments, 
epoxy resin is utilized to create mending materials for the 
surface treatment of an iron bell [12].

Currently, the colors of mending materials corre-
sponding to different raw material contents are deter-
mined through manual testing, which is labor-intensive 
and time-consuming. Moreover, the production process 
of mending materials is subject to human factors such 
as technical expertise and experience level, which may 
introduce errors in the results. Therefore, there is a need 
to find a more efficient method to quickly identify the 
raw material content associated with different colors of 
mending materials.

Machine learning is increasingly employed as a com-
puter-aided tool across various fields. It can handle 
complex data, extracting patterns and trends to aid in 
predictions and decision-making processes. By reduc-
ing the need for human intervention, machine learn-
ing enhances efficiency. Leveraging these advantages, 
machine learning algorithms can be utilized to predict 
the color of mending materials.

Machine learning in cultural heritage conservation
Machine learning has made significant contributions to 
the restoration and preservation of cultural relics. It aids 
in the classification of artifacts, enhancing the efficiency 
of cultural relic protection efforts. For instance, the ANN 
model can classify ceramic artifacts based on their origin 

Table 1  Electrochemical decay chemical reaction formula of Fe

Primary battery Equation of a chemical reaction Formula

Anodic reaction Fe → Fe2+ + 2e− 1

Cathodic reaction 1/2O2 + H2O + 2e− → 2OH− 2

Overall reaction Fe + 1/2O2 + H2O → Fe(OH)2 3
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[13]. Deep Neural Network (DNN) and Support Vector 
Machine (SVM) algorithms have been utilized to classify 
architectural heritage [14]. In the conservation of immov-
able artifacts, machine learning models like Relevance 
Vector Machine (RVM) predict diseases, while the Gray 
Model (GM) and Verhulst model forecast crack trends in 
immovable artifacts [15–17]. Moreover, machine learn-
ing techniques are employed in predicting the aging 
degree and remaining life of heritage buildings, using 
models such as ANN and logistic regression [18, 19]. The 
XGBoost model has been applied to predict fire risk lev-
els in heritage buildings [20]. Convolutional Neural Net-
works (CNNs) coupled with artificial data enhance the 
documentation of heritage buildings [21]. In the analysis 
of damage to stone artifacts, models like Least Squares 
Support Vector Machine (LSSVM) and SVM-based mod-
els predict cracks and deterioration [22, 23]. The ANN 
model aids in eliminating potential human errors in iden-
tifying weathering of stone artifacts [24]. Machine learn-
ing techniques also facilitate the visualization of special 
cultural relics, where deep learning and computer vision 
are combined to detect damage in images of ruins [25]. 
Additionally, machine learning can detect climate change 
within heritage buildings, with XGBoost and CNN being 
used to predict such changes [26, 27]. The diverse appli-
cations of machine learning in cultural heritage are sum-
marized in Table 2.

This study collected data on the colors correspond-
ing to different contents of α-Fe2O3, Fe3O4, and epoxy 
resin, along with their corresponding mending materials, 
through experiments. These datasets were employed to 
train three models: ANN, XGBoost, and LightGBM. The 
selection of the optimal model was based on a compari-
son of the predictive performance of the three models. 
Subsequently, the SHapley Additive exPlanations (SHAP) 
method was applied to analyze the impact of different 
raw materials on the color of mending materials [28, 29]. 

The study provides a detailed explanation of the applica-
tion of this model and validates its practicability by uti-
lizing it to produce mending materials of various colors 
required for the restoration of the Yuquan Iron Pagoda.

Research aim
This study seeks to employ a machine learning model to 
address the challenge of producing mending materials 
in different colors, with the ultimate goal of enhancing 
the efficiency of surface treatment for the Yuquan Iron 
Pagoda and providing valuable support for its restoration. 
The primary objectives include: (i) Increasing efficiency: 
The study aims to streamline the process of making 
mending materials, making the surface treatment of the 
Yuquan Iron Pagoda more efficient. (ii) Resource optimi-
zation: By leveraging machine learning, the study aims 
to reduce the wastage of manpower, material resources, 
and time associated with traditional methods of making 
mending materials. (iii) Restoration contribution: The 
overarching aim is to contribute significantly to the resto-
ration efforts of iron cultural relics, with a specific focus 
on the Yuquan Iron Pagoda. By addressing these objec-
tives, the study intends to make a meaningful impact on 
the restoration practices, ensuring a more efficient and 
resource-optimized approach to the surface treatment of 
cultural relics.

Materials and methods
Characterization of rust
To characterize the distribution of the main elements in 
the rust, an Energy Dispersive Spectrometer (EDS) from 
the American company FEI (Quanta 650) was used for 
elemental identification. X-ray diffraction (XRD) analysis 
of the rust was conducted using an X-ray diffractometer 
(D8/ADVANCE). The scanning of the detected diffrac-
tion angle (2θ) ranged from 5 to 55°.

Table 2  The application of machine learning in cultural heritage

Applications Machine learning Refs

Classification of ceramic artifacts ANN [13]

Classification of architectural heritage DNN, SVM [14]

Prediction of cracking trends in immovable artifacts RVM, GM [15–17]

Prediction of the degree of aging and remaining life of heritage buildings ANN, Logistic Regression [18, 19]

Prediction of fire risk level of heritage buildings XGBoost [20]

Recording of heritage buildings CNN [21]

Prediction of cracks and deterioration of stone artifacts LSSVM, SVM [22, 23]

Elimination of human errors in identifying weathering of stone artifacts ANN [24]

Detection of damage to heritage sites CNN [25]

Prediction of the indoor climate in cultural heritage buildings XGBoost, CNN [26, 27]
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Materials
In this experiment, a square iron plate was chosen and 
divided into small grids measuring 1 × 1  cm. Different 
contents of α-Fe2O3, Fe3O4, and epoxy resin were thor-
oughly mixed and stirred to produce 524 sets of mending 
materials with varying compositions. These 524 groups of 
mending materials were applied to the iron plate, as illus-
trated in Fig. 3. Following a curing and drying period of 
7 days, the color of the 524 sets of samples was measured 
using a DS-620 spectrophotometer. The color data for the 
524 sets of mending materials are provided in Table S1.

A spectrophotometer comprises a light source, inte-
grating sphere, grating, and photodetector. During meas-
urement, light reflected or transmitted from the object 
is split into different wavelengths by a beam splitter. The 
photodetector then measures the intensity of these wave-
lengths, converting them into digital signals to calculate 
the object’s color [30].

This device operates based on the relationship between 
light wavelength and intensity. When white light strikes 
the sample, it absorbs certain wavelengths and reflects or 
transmits others. The spectrophotometer breaks down 
these spectra, detecting absorption and reflection inten-
sities across different wavelengths [30]. These signals 
are then processed to derive color data. Key features of 
spectrophotometers include: (1) unrestricted testing 
positions; (2) simulation of various light sources; (3) high 
measurement precision; and (4) capability to measure the 
“reflectance curve” of each color point.

Characterization of the color of the substance is 
expressed in terms of L, a, and b in the CIE Lab color 
space [31]. In this color space: L represents the brightness 

value, where a larger value indicates higher brightness. 
a denotes the red-green axis, with a positive value indi-
cating red and a negative value indicating green. b rep-
resents the yellow-blue axis, where a positive value 
indicates yellow and a negative value indicates blue. The 
total color value, denoted as E, signifies the overall color 
condition of the substance. The formula for calculating E 
is as follows:

Models
In this study, the approach for predicting the color of 
mending materials corresponding to different contents 
of Fe3O4, α-Fe2O3, and epoxy resin is outlined in Fig. 4. 
The strategy involves the following steps: (1) Experimen-
tal data collection: Colors of multiple groups of mend-
ing materials corresponding to different contents of 
Fe3O4, α-Fe2O3, and epoxy resin were obtained through 
experiments. (2) Model training: The experimental data 
were utilized to train three models-ANN, XGBoost, 
and LightGBM. (3) Model comparison: The prediction 
performance of the three models was compared, and 
the optimal model was selected based on the compari-
son results. (4) SHAP analysis: The SHAP method was 
employed to analyze the factors that have the greatest 
impact on the color of mending materials. By follow-
ing this strategy, the study aims to develop an effective 
predictive model for the color of mending materials, 
providing insights into the key factors influencing color 
variations.

(1)E =

√
(L)2 + (a)2 + (b)2

Fig. 3  Iron plate with the mending materials
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To compare the predictive performance of the three 
algorithms, the square correlation coefficient (R2) and 
mean absolute error (MAE) were employed as metrics 
to assess the accuracy and effectiveness of the predictive 
models [32].

In the Eqs. 2 and 3, y denotes the experimental value, ŷ 
represents the estimated value, y represents the mean of 
the experimental value.

In this study, three robust machine learning algorithms 
(i.e., ANN, XGBoost, and LightGBM) were chosen to 
construct models for predicting the color of mending 
material. ANN models are renowned for their capabil-
ity to handle intricate nonlinear relationships, making 
them applicable across diverse fields, including physi-
cal property modeling. XGBoost and LightGBM, both 
gradient boosting algorithms, are distinguished for their 
predictive accuracy. Moreover, they offer feature impor-
tance assessments, enabling researchers to discern the 
most influential input variables in the prediction process. 
This interpretability facilitates valuable insights into the 
underlying relationships between input and output vari-
ables. By harnessing the strengths of ANN, XGBoost, and 
LightGBM, the authors aimed to develop a comprehen-
sive and precise predictive model for mending material 
color.

(2)R2 = 1−

∑N
i=1

(ŷ− y)2

∑N
i=1

(y− y)2

(3)MAE =
1

n

n∑

i=1

∣∣(ŷ− y)
∣∣

ANN
ANN is composed of numerous neurons with intercon-
nections between them, where each neuron represents 
an output function known as an activation function. 
The connections between neurons are represented by 
weights, indicating the weighted value of the signal 
passing through the connection [33]. The processing 
units in artificial neural networks are categorized into 
input units, hidden units, and output units, as illus-
trated in Fig. 5. In this model, MATLAB software was 
employed for programming. The input layer of the 
model includes the content of Fe3O4 powder, the con-
tent of α-Fe2O3 powder, and the content of epoxy resin. 
The output layer of the model represents the E-value 
of the mending materials. The model adopts a feedfor-
ward neural network structure, with the hidden layer 
applying the Tansig transfer function and the output 
layer utilizing the Purelin transfer function [34]. The 
ANN model is trained using the Levenberg–Marquardt 
algorithm [35].

Fig. 4  Modeling strategy for color prediction of mending materials

Fig. 5  The structure of the ANN model
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XGBoost
XGBoost is an iterative boosting algorithm [36]. It 
combines a gradient boosting framework with a deci-
sion tree model, iteratively training a series of decision 
trees to progressively enhance prediction performance. 
XGBoost utilizes residuals to correct prediction vari-
ables in each iteration. Illustrated in Fig.  6, XGBoost 
employs a level-wise growth strategy with depth con-
straints. This strategy facilitates multithreading optimi-
zation and mitigates the risk of overfitting, making it a 
robust approach for enhancing prediction accuracy.

LightGBM
LightGBM is a gradient-boosting framework that 
employs a histogram-based decision tree learning algo-
rithm [37]. It combines two data collection and classi-
fication methods: Gradient One-Side Sampling (GOSS) 
and Exclusive Feature Bundling (EFB) [38]. Illustrated 
in Fig. 7, LightGBM adopts the leaf-wise growth strat-
egy with depth constraints, enhancing accuracy and 
mitigating the risk of overfitting. This algorithm proves 
effective in improving predictive performance while 
maintaining robustness.

SHAP
The SHAP method represents a novel and burgeon-
ing approach to elucidate machine learning models. 
Rooted in the Shapley value theory from game theory, 
it gauges the contribution of each feature in a machine 
learning model, thereby elucidating the model’s predic-
tion outcomes [39]. The SHAP method offers several 
advantages, including interpretability, high efficiency, 
stability, and comprehensiveness. By leveraging the 
SHAP method, users can gain deeper insights into the 
decision-making process of the model, thereby enhanc-
ing its interpretability and credibility. This method 
is particularly suitable for analyzing the influence of 

various factors on the color of materials in the present 
study.

Results and discussion
Chemical analysis of rust
Table 3 demonstrates the elements and contents of rust 
measured by EDS. Figure  8 shows the XRD patterns of 
the rust and the contents of the different crystalline 
phases are shown in Table 4.

As shown in Table 3, rust is mainly composed of Fe, C, 
and O, of which oxygen is the most abundant element. 
The Yuquan Iron Pagoda surface is mainly white cast 
iron, white cast iron in the C all in the form of permeable 
carbon (Fe3C), so the carbon content is high.

Rust was detected by diffraction peaks of Fe3O4, 
γ-FeO(OH), α-FeO(OH), and α-Fe2O3. Among them, 
Fe3O4 has a spinel-like structure, α-FeO(OH) has an 
orthorhombic crystal system structure, and α-Fe2O3 has 
a tripartite crystal system structure, and these three rust 
products are stable due to their structures.

In the pre-corrosion stage of the pagoda, the corro-
sion of iron takes place mainly in the thin water film on 
its surface. In this process, the iron matrix provides Fe 

Fig. 6  The learning process of XGBoost

Fig. 7  The learning process of LightGBM

Table 3  Energy spectrum results for rust

Element Fe O C Total

Weight (%) 38.21 38.23 23.56 100

Atomic (%) 13.59 47.46 38.96 100

Fig. 8  XRD pattern of the rust

Table 4  XRD Semi-quantitative analysis results

Crystalline phase α-FeO(OH) γ-FeO(OH) Fe3O4 α-Fe2O3

Content (%) 40.2 16.1 13.1 30.6
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and the reaction of O2 with the thin water layer provides 
OH−. γ-FeO(OH) and α-FeO(OH) rusts keep appearing. 
γ-FeO(OH) is unstable and gradually forms the stable 
α-FeO(OH), Fe3O4 with α-Fe2O3.

Models comparison and SHAP analysis
To mitigate the impact of model overfitting, data cleaning 
and random assignment were employed for data process-
ing. Data cleaning involves identifying and removing out-
liers in the data to reduce the risk of overfitting. Random 
allocation entails randomly dividing the data into train-
ing, validation, and testing sets to prevent pseudo-over-
fitting. The 524 sets of data from Table S1 are randomly 
divided into three sets: 366 for training (70%), 79 for vali-
dation (15%), and 79 for testing (15%). The training set is 
used to train the model, the validation set aids in adjust-
ing model parameters, and the testing set evaluates the 
prediction performance of the trained model. The MAE 
and R2 of the three models are compared to assess their 
predictive performance. A smaller MAE or a larger R2 
suggests better prediction performance for the model.

To optimize the ANN model, different numbers of neu-
rons in the hidden layer are considered. Excessive neu-
rons in the hidden layer may lead to overfitting, making it 
challenging for the model to train and converge [40]. As 
depicted in Fig. 9, when the number of neurons exceeds 

8, the R2 of the testing set tends to be mostly negative, 
indicating overfitting. The performance of ANN mod-
els is compared with varying numbers of hidden layer 
neurons from 1 to 8. The results reveal that the optimal 
prediction performance for the ANN model is achieved 
when the number of hidden layer neurons is set to 2.

Table  5 presents the MAE and R2 of the three algo-
rithm models. As observed from Table  5, the R2 values 
for the testing sets of all three models are greater than 
0.9, indicating relatively good prediction performance 
for all algorithms. Among them, the XGBoost model 
exhibits the highest R2 and the lowest MAE for the test-
ing set, with values of 0.94238 and 0.68485, respectively. 
This highlights that the XGBoost model outperforms the 
other two models in terms of prediction accuracy.

For a more detailed analysis of the prediction perfor-
mance of different algorithm models, the experimental 
values were compared with the predicted values of the 
three models, as illustrated in Fig. 10. In the Fig. 10, most 
of the data points are clustered around the diagonal line, 
indicating relatively good prediction performance for all 
three models. Notably, the data points of the training set 
for the ANN model and the validation set for the Light-
GBM model exhibit some scattering, whereas the data 
points for the XGBoost model align closely with the diag-
onal. This indicates that the XGBoost model achieves the 
highest prediction accuracy among the three models.

To further compare the prediction performance of 
the model, the errors between the experimental values 
and the predicted values were calculated, as depicted in 
Fig. 11. In the figure, the errors of most data points are 
close to zero, with the XGBoost model exhibiting the 
smallest errors. This confirms that the prediction per-
formance of XGBoost is superior to the ANN model and 
LightGBM model in this study.

To further verify the accuracy of the XGBoost model 
prediction, three sets of mending materials correspond-
ing to Fe3O4, α-Fe2O3, and epoxy resin in different con-
tents were produced. Subsequently, the colors of the 
three groups of mending materials were measured. Three 
sets of Fe3O4, α-Fe2O3, and epoxy resin content data 
were input into the trained XGBoost model and the pre-
dicted values were obtained. The experimental measure-
ment values were compared with the predicted values. 

Fig. 9  Effect of numbers of neurons in the hidden layer on ANN 
prediction performance

Table 5  Comparison of prediction performance of three algorithm models

Model Training set Validation set Testing set

MAE R2 MAE R2 MAE R2

ANN 1.56118 0.77323 1.06197 0.83368 0.74398 0.92604

XGBoost 0.06490 0.99967 1.11961 0.82886 0.68485 0.94238

LightGBM 1.08406 0.89241 1.45774 0.78006 0.90072 0.92315
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Fig. 10  Comparison of predicted and experimental values via ANN 
(a), XGBoost (b), and LightGBM (c)

Fig. 11  Relative errors between predicted and experimental values 
via ANN (a), XGBoost (b), and LightGBM (c)
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The comparison results show that the maximum relative 
error between the experimental value and the predicted 
value of the XGBoost model is 0.02, as shown in Table 6. 
These three sets of data confirm that the XGBoost model 
exhibits good prediction effects and high accuracy.

To study the influence of each raw material on the 
color of mending materials, SHAP feature analysis was 
performed on each raw material, as shown in Fig. S1. 
Fig. S1a, b show the relationship between the three raw 
materials and the color of mending materials. It can be 
seen from the figure that the order of the influence of 
the three raw materials on the color of mending materi-
als is Fe3O4, α-Fe2O3, and epoxy resin. When the content 
of epoxy resin and α-Fe2O3 is fixed, as the Fe3O4 content 
increases, the E-value of the mending materials becomes 
smaller. Fe3O4 has almost no effect on the red-green and 
yellow-blue colors of mending materials. This shows that 
as the content of Fe3O4 raw materials increases, the color 
of mending materials becomes darker. Fig. S1c shows 
the effect of co-action between the raw materials on the 
color of the mending materials. It can be seen that the 
combined effect of Fe3O4 and α-Fe2O3 has a greater effect 

on the color of the mending materials. The effect of the 
epoxy resin together with the other two raw materials on 
the color of the mending materials is not significant.

Application of the XGBoost model
The model is helpful for the surface treatment of iron cul-
tural relics. The process of finding the content of α-Fe2O3, 
Fe3O4, and epoxy resin corresponding to mending mate-
rials using the XGBoost model is shown in Fig. 12. The 
E-value data of mending materials corresponding to 
different contents of α-Fe2O3, Fe3O4, and epoxy resin 
were used to train the XGBoost model to obtain the 
trained model. As illustrated in the code provided in 
Table S3, the trained model is saved in a file with the suf-
fix “joblib”, which can be called directly in the “Jupyter 
Notebook” application. Multiple sets of α-Fe2O3, Fe3O4, 
and epoxy resin data with different contents were arti-
ficially assumed, and these fictitious data were fed into 
the trained model. The E-values of the mending materi-
als corresponding to these fictitious different contents of 
α-Fe2O3, Fe3O4, and epoxy resin will be generated by the 
trained model. These data are collected into a database. 

Table 6  Comparison of experimental and predicted values for three groups of mending materials

Group α-Fe2O3
(g)

Fe3O4
(g)

Epoxy resin(g) Experimental value Predicted value Relative error

1 0.40 0.26 3.21 29.79 30.02 0.01

2 0.19 0.63 2.11 27.31 26.93 0.01

3 0.64 0.31 2.72 31.24 30.66 0.02

Fig. 12  Application of the XGBoost model
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EDatabase is the E-value corresponding to the different 
contents of α-Fe2O3, Fe3O4, and epoxy in the database.

At the same time, the iron cultural relics are pretreated 
with rust removal. The areas where the color differs sig-
nificantly from its surrounding areas are selected as 
experimental areas. The color of the areas surrounding 
the experimental areas is measured. Eiron cultural relics is the 
E-value of the areas surrounding the experimental areas.

The E-value of the areas surrounding the experimental 
areas is compared to the E-value in the database. If 
|EDatabase−EIronculturalrelics|

|EDatabase|
> 0.01 , re-assume different con-

tents of α-Fe2O3, Fe3O4, and epoxy resin data, and these 
data are input into the trained model. If 
|EDatabase−EIronculturalrelics|

|EDatabase|
≤ 0.01 , the contents of α-Fe2O3, 

Fe3O4, and epoxy resin corresponding to EDatabase are the 
contents of raw material for the required mending 
materials.

This study takes the surface treatment of the Yuquan 
Iron Pagoda as a case to specifically illustrate the applica-
tion process of this model. The rust on the iron pagoda 
has been removed, and the iron pagoda after rust 
removal is shown in Fig. 13a, c, and e. As can be seen in 
these three figures, the colors of areas A1, A2, and A3 are 
significantly different from the colors of their surround-
ing areas B1, B2, and B3, respectively. The diameters of 
regions A1, A2, and A3 are 29.43  mm, 28.11  mm, and 
37.31 mm, respectively. The diameters of regions B1, B2, 
and B3 are 43.01 mm, 34.67 mm, and 49.83 mm, respec-
tively. Three points within areas A1, A2, and A3 were 
selected separately, and these nine points were measured 
for color and recorded in Table 7. From Table 7, it can be 
seen that the difference between the L-values, a-values, 
b-values, and E-values of the three points W1.1, W1.2, 
and W1.3 within area A1 is less than 2. Therefore, the 
average of the L-values, a-values, b-values, and E-values 
of these three points is chosen as the ‾L-value, ‾a-value, 
‾b-value, and ‾E-value for area A1. Similarly, the ‾L-val-
ues, ‾a-values, ‾b-values, and ‾E-values of areas A2 and 
A3 are the averages of the L-values, a-values, b-values, 
and E-values of the three points in their areas. These 
‾L-values, ‾a-values, ‾b-values, and ‾E-values of areas A1, 
A2, and A3 are recorded in Table 8.

Three points within the surrounding areas B1, B2, and 
B3 were selected respectively, and the colors of these 
points were measured and recorded in Table  9. From 
Table  9, it can be seen that the difference between the 
L-values, a-values, b-values, and E-values of the three 
points within area B2 is less than 2, so the average of the 
L-values, a-values, b-values, and E-values of these three 
points was chosen as the ‾L-value, ‾a-value, ‾b-value and 
‾E-value for area B2. Similarly, the ‾L-value, ‾a-value, 
‾b-value, and ‾E-value of area B3 is the average of the 
L-values, a-values, b-values, and E-values of points P3.1, 

P3.2, and P3.3. The L-value, a-value, b-value, and E-value 
of P1.3 in area B1 differ significantly from P1.1 and P1.2, 
which may be due to excessive errors caused by human 
measurements. So, the ‾L-value, ‾a-value, ‾b-value, and 
‾E-value for area B1 is the average of the L-values, a-val-
ues, b-values, and E-values of points P1.1 and P1.2. These 
‾L-values, ‾a-values, ‾b-values, and ‾E-values of areas B1, 
B2, and B3 are recorded in Table 8.

To perform surface treatment on areas A1, A2, and A3, 
the mending materials NA1, NA2, and NA3 for these 
areas A1, A2, and A3 need to be made. The E-values of 
mending materials NA1, NA2, and NA3 should be close 
to the ‾E-values of areas B1, B2, and B3. The correspond-
ing α-Fe2O3, Fe3O4, and epoxy resin content of these 
mending materials NA1, NA2, and NA3 can be found 
in the database. EDatabase is the E-value corresponding 
to the different contents of α-Fe2O3, Fe3O4, and epoxy in 
the database. EB is the ‾E-value of the area B. ENA is the 
E-value of the mending material NA.

Retrieve the data in the database, if |EDatabase−EB|
|EDatabase|

≤ 0.01 , 
then this EDatabase is the ENA of the mending material NA 
required for area A. The contents of α-Fe2O3, Fe3O4, and 
epoxy resin corresponding to ENA are the contents of the 
raw materials for mending materials NA required in area 
A. These data are presented in Table 10.

The mending materials required for areas A1, A2, and 
A3 were made according to the data shown in Table 10, 
and these mending materials were applied to areas A1, 
A2, and A3, respectively. The effects of the surface treat-
ment of areas A1, A2, and A3 are shown in Fig. 13b, d, 
and f.

Comparing the iron pagoda before and after surface 
treatment, it was found that the partial color of the iron 
pagoda after surface treatment was almost the same, and 
the surface treatment effect was excellent. The surface-
treated pagoda is more beautiful and has more historical 
and artistic value.

The use of this model to assist in the surface treatment 
of iron cultural relics reduces the waste of manpower, 
material resources, and time, and resolves errors caused 
by human factors.

To clearly express the meaning of each letter, the letters 
are listed with their corresponding meanings in Table 11.

Conclusion
In this study, chemical analysis of the rust from the 
Yuquan Iron Pagoda revealed the presence of sev-
eral compounds, predominantly Fe3O4, γ-FeO(OH), 
α-FeO(OH), and α-Fe2O3, constituting approximately 
13.1, 16.1, 40.2, and 30.6% of the rust, respectively. Due 
to their structural stability and suitable color characteris-
tics, Fe3O4 and α-Fe2O3 were selected as the primary raw 
materials for the repair material.
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Machine learning models were developed to pre-
dict the color of mending materials by mixing α-Fe2O3, 
Fe3O4, and epoxy resin in different contents. The result-
ing 524 groups of mending materials were experimentally 
measured and recorded as training data for the mod-
els. Models based on ANN, XGBoost, and LightGBM 
algorithms were constructed, showing good predictive 
performance. The XGBoost model exhibited the best per-
formance with an MAE of 0.68485 and an R2 of 0.94238. 

The SHAP analysis highlighted that the content of Fe3O4 
had the most significant impact on the color of mending 
materials.

Applying this model to the surface treatment of 
the Yuquan Iron Pagoda has enhanced work effi-
ciency and addressed issues related to resource waste. 
The E-values corresponding to the mending materi-
als required for different parts of the Yuquan Iron 
Pagoda are 26.73, 25.62, and 25.85. By inputting these 

(a) Before surface treatment of area A1. (b) After surface treatment of area A1.

(c) Before surface treatment of area A2. (d) After surface treatment of area A2.

(e) Before surface treatment of area A3. (f) After surface treatment of area A3.

P1.1

P1.2

P1.3

W1.2

W1.1

W1.3

A1

B1

A1

B1

B2

A2

P2.1
P2.3

P2.2

W2.1

W2.3

W2.2

A2

B2

A3

B3

B3

A3

W3.1

W3.2

W3.3

P3.3

P3.2

P3.1

DA=29.43 mm

DB=43.01 mm

DA=28.11 mm

DB=34.67 mm

DA=37.37 mm

DB=49.83 mm

Fig. 13  The Yuquan Iron Pagoda before and after surface treatment
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values into the database, we can swiftly retrieve the 
contents of α-Fe2O3, Fe3O4, and epoxy resin associated 
with each E-value. For instance, the mending material 

with an E-value of 26.73 corresponds to α-Fe2O3, 
Fe3O4, and epoxy resin contents of 0.11  g, 0.84  g, and 
2.62  g, respectively. Similarly, the mending mate-
rial with an E-value of 25.62 corresponds to α-Fe2O3, 
Fe3O4, and epoxy resin contents of 0.60  g, 0.97  g, and 
2.38  g, respectively. Lastly, the mending material with 
an E-value of 25.85 corresponds to α-Fe2O3, Fe3O4, 
and epoxy resin contents of 0.54 g, 0.91 g, and 2.40 g, 
respectively. The success of this model in the Yuquan 
Iron Pagoda case suggests its potential application in 
the restoration of other iron cultural relics, such as the 
Cangzhou Iron Lion. Overall, this research introduces 
a novel method for surface treatment in iron cultural 

Table 7  Color of points in areas A1, A2, and A3

Point L a b E

W1.1 49.17 1.01 2.87 49.26

W1.2 49.19 0.81 0.77 49.13

W1.3 50.77 0.77 3.54 50.90

W2.1 44.19 0.96 4.17 44.40

W2.2 45.28 0.59 3.87 45.45

W2.3 44.26 0.76 4.46 44.50

W3.1 46.02 0.80 2.78 46.11

W3.2 46.57 1.15 3.82 46.74

W3.3 45.49 0.65 4.04 45.67

Table 8  Color of areas A and B

Area ‾L ‾a ‾b ‾E

A1 49.71 0.86 2.39 49.76

A2 44.58 0.77 4.17 44.78

A3 46.03 0.87 3.55 46.17

B1 25.28 3.64 7.89 26.73

B2 24.74 2.78 5.70 25.56

B3 24.72 3.13 6.87 25.85

Table 9  Color of points in areas B1, B2, and B3

Point L a b E

P1.1 25.23 3.67 7.75 26.65

P1.2 25.32 3.60 8.02 26.80

P1.3 31.40 2.21 4.16 31.76

P2.1 23.96 3.20 6.41 25.01

P2.2 26.11 2.25 5.05 26.69

P2.3 24.16 2.89 5.65 24.98

P3.1 24.75 2.63 6.74 25.79

P3.2 25.09 3.36 6.59 26.16

P3.3 24.31 3.41 7.28 25.60

Table 10  E-value of the mending materials with its 
corresponding α-Fe2O3, Fe3O4, and epoxy resin content

Mending 
materials

E α-Fe2O3(g) Fe3O4(g) Epoxy resin(g)

NA1 26.73 0.11 0.84 2.62

NA2 25.62 0.60 0.97 2.38

NA3 25.85 0.54 0.91 2.40

Table 11  Letters and their corresponding meanings

Letter Meaning of letter

A1 The area within the red circle in Fig. 13a, b

A2 The area within the red circle in Fig. 13c, d

A3 The area within the red circle in Fig. 13e, f

B1 The area between the red circle and the green circle in Fig. 13a, 
b

B2 The area between the red circle and the green circle in Fig. 13c, 
d

B3 The area between the red circle and the green circle in Fig. 13e, 
f

W1.1 A point within the area A1 in Fig. 13a

W1.2 A point within the area A1 in Fig. 13a

W1.3 A point within the area A1 in Fig. 13a

W2.1 A point within the area A2 in Fig. 13c

W2.2 A point within the area A2 in Fig. 13c

W2.3 A point within the area A2 in Fig. 13c

W3.1 A point within the area A3 in Fig. 13e

W3.2 A point within the area A3 in Fig. 13e

W3.3 A point within the area A3 in Fig. 13e

P1.1 A point within the area B1 in Fig. 13a

P1.2 A point within the area B1 in Fig. 13a

P1.3 A point within the area B1 in Fig. 13a

P2.1 A point within the area B2 in Fig. 13c

P2.2 A point within the area B2 in Fig. 13c

P2.3 A point within the area B2 in Fig. 13c

P3.1 A point within the area B3 in Fig. 13e

P3.2 A point within the area B3 in Fig. 13e

P3.3 A point within the area B3 in Fig. 13e

NA1 Mending materials required for area A1

NA2 Mending materials required for area A2

NA3 Mending materials required for area A3

EB The E-value of the area B

EDatabase The E-value in the database

ENA The E-value of the mending material NA

DA Diameter of area A

DB Diameter of area B
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relic restoration, contributing to the preservation and 
restoration efforts in this field.
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ANN	� Artificial neural network
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