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Abstract 

Digital modeling is an essential means for preserving and passing down historical culture within cultural heritage. 
Point cloud registration technology, by aligning point cloud data captured from multiple perspectives, enhances 
the accuracy of reconstructing the complex structures of artifacts and buildings and provides a reliable digital foun-
dation for their protection, exhibition, and research. Due to the challenges posed by complex morphology, noise, 
and missing data when processing cultural heritage data, this paper proposes a point cloud registration method 
based on the Diffusion Transformer (PointDT). Compared to traditional methods, the Diffusion Transformer can better 
capture both the global features and local structures of point cloud data, more accurately capturing the geometric 
and semantic information of the target point cloud, thereby achieving precise digital reconstruction. In this study, we 
trained our method using indoor datasets such as 3DMatch and large-scale outdoor datasets like KITTI, and validated 
it on various cultural heritage datasets, including those of the Terracotta Warriors and heritage buildings. The results 
demonstrate that this method not only significantly improves accuracy but also shows advantages in computational 
efficiency.
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Introduction
Modeling of digital cultural heritage is an interdiscipli-
nary field at the intersection of contemporary technol-
ogy and cultural heritage preservation, with profound 
and underestimated significance. Over time and under 
the influence of natural forces, many precious cultural 
heritages have gradually lost their original appearance 
and are even on the brink of destruction. With the rapid 

development of digital technology, point cloud technol-
ogy, as one of the important means of digital modeling, 
has received increasing attention and application. Point 
cloud technology converts the vast coordinate data col-
lected from object surfaces through methods such as 
laser scanning into digital three-dimensional models, 
providing strong support for the protection, research, 
and exhibition of cultural heritage [1–3].

In the process of digital modeling, point cloud tech-
nology plays a crucial role. Point cloud data consists of 
a large number of discrete points in three-dimensional 
space, accurately describing the surface morphology 
and structural characteristics of objects. By capturing 
and processing point cloud data, we can generate high-
precision three-dimensional models, providing impor-
tant technical support for the protection and research 
of cultural heritage. However, due to the complexity 
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and incompleteness of point cloud data, point cloud 
registration has become a crucial issue [4–6].

With the continuous advancement of technology, 
point cloud registration technology is also constantly 
developing and evolving. Traditional registration 
methods are mainly based on feature matching or opti-
mization techniques, which have achieved good results 
in some cases but still face many challenges when 
dealing with complex cultural heritage data [7, 8]. For 
example, cultural heritage itself has complex forms 
and structures, often accompanied by a large amount 
of noise and missing data, which place higher demands 
on the accuracy and robustness of registration. In 
addition, point cloud data from different sources may 
have differences, such as resolution, sampling density, 
etc., which also pose difficulties for the registration 
process.

In recent years, researchers have proposed many 
innovative methods to improve the effectiveness of 
point cloud registration. For example, learning-based 
local feature descriptors can enhance the robustness 
and accuracy of registration [9, 10]; registration meth-
ods based on graph neural networks [11, 12] can fully 
utilize the topological structure information of point 
clouds; and using deep learning techniques [4, 13, 14] 
for noise and missing data repair has also become a 
research hotspot.

In response to the various challenges faced by tradi-
tional registration techniques in dealing with complex 
cultural heritage data, including issues such as complex 
morphology, noise, and missing data, this paper pro-
poses an end-to-end diffusion Transformer approach. 
Innovatively introducing the diffusion transformer, 
it can more effectively capture the global features and 
local structures of point cloud data. The diffusion pro-
cess allows nodes to gradually adjust their own feature 
representations during iteration, effectively handling 
noise. Meanwhile, shape descriptors and local features 
are introduced into the diffusion model to enhance 
the model’s understanding of point cloud data, further 
improving the accuracy and robustness of registration. 
The remaining sections of this paper are organized as 
follows: Section II will review related work, presenting 
the latest developments and relevant technologies in 
the field of point cloud registration. Section III will pro-
vide a detailed description of our proposed Diffusion 
Transformer (PointDT) framework, including Shared 
and Encoded Point Clouds, Co-Context Information 
Extraction, and Overlapping Region Matches. Section 
IV will introduce our experimental design and results, 
followed by analysis and discussion of the experimental 
outcomes. Finally, we will conclude the paper and pro-
pose future research directions.

Related work
Deep feature learning: In recent years, the advancement 
of deep learning and neural networks has led to signifi-
cant breakthroughs in point cloud registration, which is 
of great importance for the digital modeling of cultural 
heritage. These methods achieve registration by learn-
ing feature representations and registration models for 
point clouds. Zeng et al. [15] introduced the data-driven 
3DMatch algorithm, which employs a 3D ConvNet to 
learn local geometric descriptors. It utilizes an opti-
mized method to calculate the transformation matrix 
between two overlapping point clouds. Different from 
the 3DMatch algorithm, the Ppfnet algorithm [16] and 
unsupervised Ppf-foldnet algorithm [10] are based on 
PointNet. These algorithms directly extract local features 
from point cloud data and calculate global features by 
aggregating the local features of other point sets. Xu et al. 
[17] proposed a local-local point cloud registration algo-
rithm based on global features. It addresses the negative 
impact of non-overlapping regions on the entire network 
by learning overlapping templates. To address the issues 
related to the poor robustness of rotation-invariant fea-
ture structures and low repeatability of key point detec-
tion in existing point cloud registration algorithms, Wang 
et  al. [18] effectively improved the accuracy of point 
cloud registration. Yan et al. [19] introduced a new hybrid 
optimization method that effectively solves the local and 
global point matching problem by optimizing local and 
projective losses. Piotr et  al. [8] proposed a Fast Adap-
tive Multimodal Feature Registration (FAMFR) method 
capable of accurately registering two point clouds rep-
resenting various cultural heritage interiors. FAMFR is 
based on two different handcrafted features, utilizing 
the color and shape of objects to precisely register point 
clouds with either rich surface geometric details or those 
with geometric deficiencies but rich color decorations. 
Markiewicz et al. [1] evaluated the quality and complete-
ness of the TLS registration process using 2D raster data 
in the form of spherical images and affine handcrafted 
and learned-based detectors in multi-stage terrestrial 
laser scanning (TLS) point cloud registration as test data. 
This approach effectively addresses the registration for 
both less textured buildings and test sites with rich tex-
tures and numerous decorations.

End-to-end registration: With significant progress 
in deep learning, point cloud registration research has 
seen further exploration of learning-based methods. 
Among them, end-to-end point cloud registration offers 
the advantage of faster calculation speed and the abil-
ity to learn advanced features, leading to higher robust-
ness. Lu et  al. [20] proposed the DeepVCP algorithm, 
which introduced an end-to-end learning framework 
for point cloud registration. Based on the PointNet++ 
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framework, the algorithm learned semantic features and 
effectively addressed the problem of local sparsity in 
point clouds through a point cloud generation method 
during the feature descriptor extraction process. Bai et al. 
[21] focused on convolution problems on irregular point 
clouds and the extraction of local geometric information. 
Using KPConv [22], they extracted features from dense 
and irregular point clouds and combined normalization 
operations to address the sparsity issue in point clouds. 
The Predator algorithm [23] aimed to enrich the informa-
tion of two sparsely overlapping point clouds. It utilized 
cross-attention blocks to exchange information between 
the two sets of point clouds and predicted point saliency 
and the overlapping probability of the target point cloud 
during decoding. To enhance the robustness of the algo-
rithm model and handle outliers, Zhang et  al. [24] pro-
posed a neural network-based method for point cloud 
registration by learning a partial permutation matrix. 
This method enabled an end-to-end point cloud registra-
tion process by directly learning the local correspondence 
between point clouds. For the issue of partial overlaps 
relying too heavily on labels, Mei et  al. [4] proposed a 
framework for unsupervised depth probabilistic registra-
tion of point clouds with partial overlaps. The algorithm 
employed a network to learn the posterior probability 
distribution of a Gaussian mixture model (GMM) from 
a point cloud and used the Sinkhorn algorithm to pre-
dict distribution-level correspondences constrained by 
the GMM mixture weights. Unsupervised learning was 
achieved through the loss of distribution consistency.

Transformer: In recent years, researchers have started 
to apply the Transformer model to point cloud regis-
tration. To address the issue of local optima in the ICP 
class of point cloud registration algorithms, Wang et  al. 
[25] proposed a learning-based method. The algorithm 
first learns initial features using the DGCNN algorithm, 
embeds the position information, and passes it through 
a Transformer structure. The relative pose is then esti-
mated using SVD. However, this method requires a refer-
ence point cloud for alignment, which must be of good 
quality and accuracy. Fu et al. [26] tackled the problem of 
outlier sensitivity in learning-based point cloud registra-
tion algorithms by proposing a method based on depth 
map matching. The algorithm establishes a graph struc-
ture and corresponding relationships for initial features, 
which are then inputted into a Transformer structure 
to create an edge generator, improving correspondence 
quality. Liu et  al. [27] introduced an end-to-end Trans-
former network for large-scale point cloud alignment. 
This method addresses challenges such as a large num-
ber of points, complex distribution, and outlier sensitivity 
in registering large-scale scenes. It captures long-range 
correlations and filters outliers by globally extracting 

point features. However, the algorithm divides the point 
cloud data into local blocks for feature extraction, which 
can reduce computational complexity but may result in 
the loss or inaccuracy of local relationships. The REGTR 
algorithm [28] directly learns a feature matrix obtained 
through dimensionality reduction using a Transformer 
network. This feature matrix is then used to predict the 
probability of overlapping point cloud regions and their 
corresponding positions in the source point cloud. Com-
pared to traditional methods, this approach can directly 
learn more accurate correspondences from downsam-
pling feature matrix without additional feature learning 
and optimization processes. However, representing point 
cloud data as a sequence in this algorithm may lead to the 
loss of local structure and geometric information. While 
the Transformer model can capture the global relation-
ship of point cloud sequences, it may not be sufficient for 
modeling local features.

Diffusion models: Recently, diffusion models have 
played a significant role in tasks such as image denois-
ing, image enhancement, and image segmentation. 
For instance, in image denoising, diffusion models can 
smooth images and reduce noise by averaging the values 
of each pixel with its neighboring pixels. In image seg-
mentation, diffusion models facilitate information propa-
gation across the image, grouping similar pixels together 
and enabling pixel clustering for object segmentation. In 
image tasks, Transformers establish connections between 
different regions of an image, capturing global contex-
tual information. For example, in image generation tasks, 
Transformers can learn to transform different parts of an 
input image into corresponding parts of an output image, 
achieving high-quality image generation. In image classi-
fication tasks, Transformers can learn to weight features 
at different scales and orientations, thus improving clas-
sification accuracy.

The integration of diffusion models and Transform-
ers effectively extracts local features and gains com-
prehensive information when processing image data. 
Initially, diffusion models propagate information within 
local regions by interacting between pixels, smooth-
ing and consolidating data. This propagation process 
aids in fusing features of adjacent pixels, thereby reduc-
ing noise, smoothing details, and capturing local struc-
tures. Through diffusion, local features propagate and 
are shared within local areas. Subsequently, Transform-
ers introduce attention mechanisms that establish con-
nections between different regions of an image. This 
empowers Transformers to capture global contextual 
information and identify crucial relationships among 
diverse regions. When diffusion models are combined 
with Transformers, the latter can leverage the smooth 
information generated by the diffusion propagation 
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process, leading to a better understanding of local fea-
tures within the global context.

In summary, the amalgamation of diffusion mod-
els and Transformers efficiently extracts local features 
and obtains comprehensive information while process-
ing image data. This combined approach holds potential 
advantages in tasks such as image recognition, segmenta-
tion, and generation.

Inspired by the diffusion processes used in image pro-
cessing and computer vision tasks to simulate the spread 
of information between image pixels or feature points, 
thereby enhancing feature representation and informa-
tion fusion, we propose a novel point cloud registration 
algorithm utilizing a diffusion Transformer to address the 
challenges of complexity and diversity in digital modeling 
of cultural heritage artifacts. Compared to traditional 
methods, the diffusion Transformer captures the subtle 
structures and global features of artifacts more effectively 
by simulating the diffusion process of features between 
point cloud nodes, significantly improving the accuracy 
and robustness of registration.

Method
Similar to the structures of D3Feat [21] and Predator 
[23], our method adopts a hierarchical structure as a 
whole, and the specific process is illustrated in Fig. 1. The 
overall workflow can be summarized as follows:

Shared and Encoded Point Clouds: Initially, we apply 
the KPConv method to share and encode the two input 
point clouds of the cultural heritage artifacts. This pro-
cess generates fewer hyperpoint sets and their corre-
sponding features, enhancing the efficiency and accuracy 
of data processing.

Co-Context Information Extraction: Next, we use 
the diffusion Transformer module to extract co-context 
information from the two overlapping artifact point 
clouds. This module captures the relevant relationships 
and interactions between points in the overlapping 
regions, thereby reflecting the detailed features of the 
artifacts more accurately.

Overlapping Region Matches: Finally, the decoding 
network takes the co-context information obtained from 
the diffusion Transformer module as input and outputs 
the number of matches in the overlapping region. This 
step provides the precise registration results required for 
the digital modeling of artifacts.

Problem setting
For two point clouds defined as the source point cloud 
P = {pi ∈ R

3 | i = 1, 2, . . . ,N } and the target point cloud 
Q = {qi ∈ R

3 | i = 1, 2, . . . ,M} , where N and M are the 
number of points in point clouds P and Q, respectively, 
the goal of point cloud registration is to align the two 
point clouds using an unknown 3D rigid transformation 
RT = {R,T } , which consists of a rotation R ∈ SO(3) and 
a translation T ∈ R

3 . The transformation matrix can be 
defined as:

where ϑ represents the ground truth correspondences 
between the points in P and Q. The notation �•� denotes 
the Euclidean norm.

To address this problem, we propose the PointDT 
model algorithm. The algorithm takes a pair of point 
clouds and their correspondences as input, optimizing 
the 3D rigid transformation to align the source point 

(1)min
R,T

∑

(pi ,qi)∈ϑ
�R · pi + T − qi�

2
2

Fig. 1  Network architecture of PointDT
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cloud with the target point cloud, thereby achieving pre-
cise digital modeling of cultural heritage. This process 
effectively captures the details and shape characteristics 
of cultural heritage, providing robust technical support 
for the preservation, restoration, and study of artifacts.

Encoder‑decoder
Encoder: For the denser original point clouds P ∈ R

N×3 
and Q ∈ R

M×3 , we utilize the KPConv module as the 
backbone, which consists of a series of residual mod-
ules and strided convolutions, to perform downsampling 
and reduce the number of keypoints to P′ ∈ R

N ′×3 and 
Q′ ∈ R

M′×3 , respectively (where N > N ′ and M > M′ ). 
Furthermore, we employ a shared encoding method to 
extract relevant features, resulting in F ′

P′ ∈ R
N ′×D and 

F ′
Q′ ∈ R

M′×D , where D represents the feature dimension.
Decoder: The decoder module follows a standard 

approach and consists of a 3-layer network structure, 
including upsampling, linear transformations, and skip 
connections.

Transformer
To further determine the overlapping area between the 
two downsampled and feature-extracted point clouds 
and improve the overall robustness of the network, we 
introduce an Adaptive Graph Convolution MLP (AGCM) 
network and integrate it with the PointDT model to form 
a local–global co-context information-local network 
architecture. For the digitization modeling of cultural 
heritage artifacts, this step is crucial. By determining the 
overlapping regions, we can align the source and target 
point clouds more accurately, capturing the details and 
shape features of artifacts more precisely. This provides a 
solid foundation for subsequent operations.

The AGCM network aims to enhance the contextual 
understanding of the two point clouds and increase the 
flexibility of the receptive field. Here, we describe the 
process using the source point cloud P′ as an example.

Firstly, we define the graph structure G(V, E) , where 
V = {1, 2, . . . ,N ′} represents the set of vertices and 
E ⊆ |V | × |V | represents the set of edges, with each ver-
tex corresponding to a point p′i in P′ . The purpose of this 
step is to establish the connectivity of the point clouds, 
enabling the network to better understand the relation-
ships between them.

Next, we design a convolutional filter that can be 
applied at any relative position within the graph. This 
filter allows us to focus our attention on the most rel-
evant parts of the neighborhood for learning, enabling 
the convolutional kernel to dynamically adapt to the local 
structure of the object and better capture the features of 
artifacts. By computing the feature mapping function hθ 

for the filter weights and applying pointwise MLP βm , we 
can obtain the feature representation of the overlapping 
region, further enhancing the understanding and mod-
eling accuracy of artifacts.

where, the weight of the M filters is represented as 
�ijm = (ψ1,ψ2, . . . ,ψM) . The feature mapping function 
hθ is implemented using a multi-layer perceptron (MLP). 
The relative positions of the graph vertices are denoted as 
�pij = [pi, pj − pi] , where [•, •] represents the concatena-
tion operation.

To compute the output of the AGCM network, we 
apply the pointwise MLP βm to each filter weight ψm . The 
inner product of two vectors [[•, •]] is used to define the 
correspondence Fj , which is calculated as [Fi, Fj − Fi].

Diffusion Transformer: To address the limitations of 
existing algorithms in capturing local information and 
improving the effectiveness in cases of low overlap, we 
propose a diffusion Transformer model algorithm. We 
will continue using the source point cloud as an example.

We define the position relational embedding aP′

j−i , 
which represents the relative position between point pi 
and point pj in the source point cloud. This embedding 
is used in the cross-attention module to capture the spa-
tial relationships between points. By capturing these rela-
tionships, the digital model can more accurately reflect 
the true geometric shape of the artifact.

Next, we introduce a 4-layer multi-head self-attention 
module. This module builds upon the local feature infor-
mation from the AGCM module and allows it to focus on 
global information by considering different subspaces of 
representations. The multi-head mechanism enables the 
model to attend to multiple aspects of the point cloud 
simultaneously, enhancing its ability to capture both 
local and global features. In the digitization of artifacts, 
this mechanism can comprehensively capture the over-
all shape and subtle features of the artifact, providing a 
foundation for high-fidelity digitization.

By incorporating the diffusion Transformer module, 
our algorithm improves the global co-context informa-
tion and effectively captures the overlapping information 
between two point clouds, even in cases of low overlap. 
Thus, even in cases where the artifact is incomplete or 
damaged, the digitization process can achieve high-pre-
cision restoration.

(2)�ijm = hθ
(

�pij
)

(3)(k+1)P′ = max βm
[[

�ijm, Fj
]]

(4)F ′
AGCM = βm

[

(0)P′, (1)P′, (2)P′
]
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Firstly, we define F ′ = (xP
′

1 , xP
′

2 · · · xP
′

N ′) as the input 
of the self-attention module in the i-th layer, where N ′ is 
the number of points, Z′ = (zP

′

1 , zP
′

2 · · · zP
′

N ′) is the output 
matrix, which is the weighted sum of all input matrix trans-
formations, the formula is as follows:

where, αSelf−
i,j  is the weight coefficient that has not been 

normalized, and its definition is as follows:

Next, we define F ′′ =

(

xP
′

1 + zP
′

1 , xP
′

2 + zP
′

2 · · · xP
′

N ′ + zP
′

N ′

)

 

and F ′
Q′ = (x

Q′

1 , x
Q′

2 · · · x
Q′

N ′) as the input 
MHAttn(F ′

P′ , F
′
Q′ , F

′
Q′) of the cross-attention module in 

the i-th layer, Z′′ = (z
P′,Q′

1 , z
P′,Q′

2 · · · z
P′,Q′

N ′ ) is the output 
matrix, and its formula is as follows:

where, αCross−
i,j  is the weight coefficient that has not been 

normalized, and its definition is as follows:

This cross-attention mechanism is particularly important 
in the digitization of artifacts, as it can combine point 
cloud data from different perspectives to generate a more 
complete and consistent artifact model.

Finally, the co-global context information between the 
two point clouds is output, which is defined as follows:

It is important to note that the processing of the source 
point cloud P′ and the target point cloud Q′ is consistent, 
except for the exchange of P′ and Q′ when crossing the 
attention module. This consistency ensures the unified 
processing of different data sources in the digitization of 
artifacts, making the final digital model more accurate 
and reliable.

Through the Diffusion Transformer module, our algo-
rithm significantly enhances the ability to capture global 
contextual information in the digitization of cultural her-
itage artifacts. Especially in low-overlap scenarios, it can 

(5)zP
′

i =

N ′
∑

j=1

softmax
(

α
Self−
i,j

)(

xP
′

j WV ,P′
)

(6)α
Self−
i,j =

1
√

dhead

(

xP
′

i WQ,P′
)(

xP
′

j WK ,P′
)T

(7)z
P′,Q′

i =

N ′
∑

j=1

softmax
(

αCross−
i,j

)

x
Q′

j WV ,Q′

(8)

αCross−
i,j =

1
√

dhead

(

x
Q′

i WQ,Q′
)(

xP
′

j WK ,P′

+ aP
′

j−i

)T

(9)FDT
i = F ′′

i +MLP(F ′′
i + z

P′,Q′

i )

effectively reconstruct and preserve detailed structures and 
features of the artifacts.

Loss function
The proposed PointDT network is trained in an end-
to-end manner and supervised with ground truth. The 
specific loss function is as follows:

Feature Loss: Similar to the D3Feat and Predator 
approaches, we introduce a circle loss function during 
the training of 3D point clouds to evaluate feature loss 
and constrain point feature descriptors. The circle loss 
function is defined as follows:

where, dji represents the Euclidean distance between fea-
tures, dji =

∥

∥

∥
fpi − fqj

∥

∥

∥

2
 . εp and εn respectively represent 

the matching and unmatching points of the point set PRS 
(random sampling points of the source point cloud), i.e., 
the positive and negative areas. �p and �n represent pos-
itive and negative regions, respectively. � stands for pre-
defined parameters. Similarly, the feature loss LP

FL of the 
target point cloud is also calculated in the same way, so 
the total feature loss LFL = 1

2 (L
P
FL + L

Q
FL).

Overlap loss: For supervised training, we employ a 
binary cross-entropy loss function, defined as follows:

where, Olabel
pi

 represents the overlapping mark of ground 
truth at point pi , which is defined as follows:

where TGT
P,Q represents the ground truth rigid transfor-

mation between the overlapping point clouds, and NN 
represents the nearest neighbor. τ1 represents the overlap 

(10)

L
P
FL =

1

NP

NP
�

i=1

log



1+
�

j∈εp

e
cβ

j
p

�

d
j
i−�p

�

•
�

k∈εn

e
�βk

p

�

�n−dki

�





(11)
L
P
OL =

1

N

N
∑

i=1

Olabel
pi

log
(

Opi

)

+

(

1− Olabel
pi

)

log
(

1− Opi

)

(12)
LOL =

1

N

N
∑

i=1

Olabel
pi

log
(

Opi

)

+

(

1− Olabel
pi

)

log
(

1− Opi

)

(13)

Olabel
pi

=

{

1,
∥

∥

∥
TGT
P,Q (pi)− NN

(

TGT
P,Q (pi),Q

)∥

∥

∥
< τ1

0, otherwise
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threshold. Similarly, the overlap loss LQ
OL of the target 

point cloud is calculated in the same way. Therefore, the 
total overlap loss is defined as LOL = 1

2 (L
P
OL + L

Q
OL).

Matching loss: For each point pi in the source point 
cloud, there is a corresponding feature at point qi in the 
target point cloud, forming a pair of matching points. 
To address the sparsity of ground-truth points after 
downsampling, we employ a matching loss function to 
handle this challenge.

where, Mlabel
pi

 represents the ground truth mark of the 
registration point pi , which is defined as follows:

where, τ2 represents the overlap threshold. Similarly, 
the overlap loss LQ

ML of the target point cloud is also 
calculated in the same way, so the total feature loss 
LML = 1

2 (L
P
ML + L

Q
ML).

To sum up, the overall loss function is 
L = LFL + LOL + LML.

Experiments
Implementation details
Our method is implemented in PyTorch [29] and trained 
on a single Nvidia RTX 4090 GPU with an Intel(R) 
Core(TM) i7-13700KF CPU @ 3.40GHz and 128GB 
RAM. For the 3DMatch [15] and 3DLoMatch [23] 

(14)LPML =
1

N

N
∑

i=1

Mlabel
pi

log
(

Mpi

)

+

(

1−Mlabel
pi

)

log
(

1−Mpi

)

(15)

Mlabel
pi

=

{

1,
∥

∥

∥
TGT
P,Q(pi)− NN

(

TGT
P,Q(pi),Q

)∥

∥

∥
< τ2

0, otherwise

datasets, we set the learning rate to 0.001, batch size to 
4, and train for 40 epochs. For the odometry KITTI [30] 
dataset, we set the learning rate to 0.01, batch size to 1, 
and train for 150 epochs.

Indoor datasets: 3DMatch and 3DLoMatch
Dataset: The 3DMatch dataset contains real indoor 
data from 62 scenarios, with 46 scenes for training, 8 
for validation, and 8 for testing. We first pretrain our 

model using the Predator method and then evaluate it 
on the 3DMatch and 3DLoMatch datasets. The overlap-
ping areas of the 3DMatch and 3DLoMatch datasets are 
greater than 30% and between 10% and 30%, respectively.

Metrics: Following the metrics used in D3Feat, Preda-
tor, we measure the recall rate of successfully registered 
pairs using the Registration Recall (RR) metric. A suc-
cessful registration is considered when the conversion 
error is less than 0.2m (i.e., RMSE is less than 0.2m). 
Additionally, we define the relative rotation error (RRE) 
and relative translation error (RTE) to measure the accu-
racy of successful registrations. As baselines, we com-
pare our results with state-of-the-art methods such as 
FCGF [31], D3Feat [21], DGR [32], Predator [23], OMNet 
[17], CoFiNet [33], REGTR [28], UDPReg [4], MAC [34], 
RIGA [13].

(16)RMSE =

√

√

√

√

1
∣

∣

∣
CGT
ij

∣

∣

∣

∑

(p,q)∈CGT
ij

∥

∥

∥
TGT
P,Q (p)− q

∥

∥

∥

2

2

Table 1  Performance on 3DMatch and 3DLoMatch datasets

Bold represents the best result

Method 3DMatch 3DLoMatch Param. (M) Time 
(s)

RR (%) RRE ( ◦) RTE (m) RR (%) RRE(◦) RTE (m)

FCGF 85.1 1.949 0.066 40.1 3.147 0.100 8.76 0.16

D3Feat 81.6 2.161 0.067 37.2 3.361 0.103 24.3 0.40

DGR 62.7 2.103 0.067 48.7 3.954 0.113 – –

OMNet 90.5 4.166 0.105 8.4 7.299 0.151 – –

CoFiNet 89.7 2.147 0.067 67.2 3.271 0.090 – –

Predator 89.0 2.029 0.064 59.8 3.048 0.093 7.43 0.54

REGTR​ 92.0 1.567 0.049 64.8 2.827 0.077 – 0.11

UDPReg 91.4 1.642 0.064 64.3 2.951 0.086 12.7 2.67

MAC 93.7 1.890 0.062 59.8 3.500 0.098 – –

RIGA 89.3 1.798 0.056 65.1 3.016 0.089 – –

PointDT 93.8 1.536 0.045 69.6 2.75 0.061 9.26 0.19
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Registration Results: Table 1 presents the compari-
son of different algorithms, with the best performing 
ones highlighted in bold. Additionally, Fig. 2 showcases 
the registration results obtained on the 3DMatch and 
3DLoMatch datasets. When tested on the 3DMatch 
and 3DLoMatch datasets, our algorithm achieves the 
highest average registration recall across scenarios. 
Notably, we also achieve the lowest RTE and RRE val-
ues. In terms of average registration recall: Compared 
to the Predator, MAC, and RIGA algorithms, our algo-
rithm achieves an increase of 4.8%, 0.1%, and 4.5% on 
the 3DMatch dataset, and 9.8%, 9.8%, and 4.5% on the 
3DLoMatch dataset.

Outdoor dataset: odometry KITTI
Dataset: The odometry KITTI dataset consists of large-
scale LiDAR scanning data from 11 scenarios, with 

(17)RTE =

∥

∥

∥
t − tGT

∥

∥

∥

2

(18)RRE = arccos

(

trace
(

RTRGT
)

− 1

2

)

scenarios 0-5 used for training, scenarios 6-7 for valida-
tion, and scenarios 8-10 for testing. We refined the pro-
vided ground truth data using ICP based on D3Feat, 
Predator, and GeoTrans algorithms. The evaluation is 
performed on point clouds spaced up to 10 m apart from 
each other.

Fig. 2  Registration visualization on 3DMatch, 3DLoMatch

Table 2  Evaluation results on Odometry KITTI dataset

Bold represents the best result

Method RTE (cm) RRE ( ◦) RR (%)

3DFeat-Net 25.9 0.25 96.0

FCGF 9.5 0.30 96.6

D3Feat 7.2 0.30 99.8
DGR 32 0.37 98.7

CoFiNet 8.5 0.41  99.8
Predator 6.8 0.27  99.8
MAC 8.4 0.40 99.5

RoCNet++ 7.3 0.23 99.8
RIGA 13.5 0.45 99.1

PointDT 6.3 0.22 99.8

Fig. 3  Registration visualization on Odometry KITTI
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Metrics: For the odometry KITTI dataset registration 
evaluation, we use RR, RRE, and RTE methods following 
D3Feat and Predator. We select FCGF, DGR, Predator, 
CoFiNet, MAC, RoCNet++ [35] and RIGA as our base-
line algorithms.

Registration Results: Table 2 presents the comparison 
of different algorithms, with the best performing ones 
highlighted in bold. Additionally, Fig. 3 illustrates the reg-
istration results obtained on the odometry KITTI data-
set. When tested on the odometry KITTI dataset, our 
algorithm achieves the highest mean registration recall. 
Notably, we also achieve the lowest RTE and RRE values.

Cultural heritage dataset
To evaluate the registration performance of the pro-
posed algorithm in cultural heritage datasets, we first 
validate it using the dataset of the Terracotta Warriors 
and Horses in the Mausoleum of the First Qin Emperor 
collected by Northwestern University, as shown in the 
Fig. 4.

From the Fig. 4, it can be seen that there are good reg-
istration results in the head, feet, and arms of the Terra-
cotta Warriors.

To further verify the registration fusion performance 
of the proposed algorithm in large-scale cultural herit-
age datasets, we utilize cultural heritage buildings from 
the Wuhan University Terrestrial Laser Scanning(WHU-
TLS) [36–38] dataset by Wuhan University for validation, 
as shown in the Fig. 5.

From the Fig. 5, it can be observed that the proposed 
algorithm still achieves good registration fusion results in 
large-scale cultural heritage buildings experimentation.

To verify the registration fusion efficiency of the pro-
posed algorithm in large-scale scenes, we used cul-
tural heritage buildings from the WHU-TLS dataset 
as the basis and tested different fusion times, as shown 
in Table  3. Here, since the PointDT algorithm adopts 

Fig. 4  Registration visualization of 3DMatch → Terracotta Warriors 
data

Fig. 5  Registration visualization of 3DMatch → WHU-TLS Heritage Building data. a Shows a real outdoor scene. b and c Show point cloud data 
collected from different perspectives in real scenes. d Shows the registration results of (b) and (c)

Table 3  Comparison of registration time for WHU-TLS heritage 
buildings

Number ICP FPFH+RANSAC PointDT

2 5.39 >>100 0.93

7 1292.01 >>100 13.69
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transfer learning, only the time used for testing verifica-
tion after model training completion is calculated.

From Table  3, it can be seen that compared to tradi-
tional algorithms, the proposed algorithm demonstrates 
outstanding performance. Especially with an increase in 
fusion quantity, the proposed algorithm exhibits a signifi-
cant advantage in terms of time required.

Ablation study
Importance of Individual Modules: To evaluate the 
effectiveness of individual module selections in our 

model, we conducted ablation experiments on the 
3DMatch and 3DLoMatch datasets.

It can be seen from Table 4 that the PointDT algorithm 
has better performance than the other four individual 
module effects.

To further ascertain the robustness of the proposed 
algorithm, we introduced a set of Gaussian noise with 
standard deviations ranging from 0.02 to 0.1 in our 
experiments for validation purposes. The outcomes are 
depicted in Fig. 6.

Table 4  Ablation of different modules on the 3DMatch, 3DloMatch dataset

Bold represents the best result

Method 3DMatch 3DLoMatch

RR (%) RRE ( ◦) RTE (m) RR (%) RRE ( ◦) RTE (m)

Base 50.6 3.668 0.93 12.5 5.632 0.117

AGCM 92.3 1.706 0.05 67.8 3.105 0.084

Diffusion Transformer 91.9 1.847 0.060 69.1 3.130 0.083

Position Encoding 92.8 1.665 0.062 68.3 2.77 0.077

PointDT 93.8 1.536 0.045 69.6 2.75 0.061

(a) (b)

(c)

Fig. 6  Robustness tests of 3DMatch, 3DLoMatch and KITTI datasets on RR, RRE and RTE respectively



Page 11 of 12An et al. Heritage Science          (2024) 12:198 	

From Fig.  6, it can be clearly seen that the proposed 
algorithm demonstrates excellent robustness in both 
indoor and outdoor testing scenarios.

Conclusion
In this study, we explored the application of point cloud 
registration technology in digital cultural heritage mod-
eling and introduced the Diffusion Transformer model 
to enhance registration performance. This method effec-
tively handles large-scale point cloud data, improving 
the accuracy and efficiency of registration. Firstly, our 
research demonstrates the outstanding performance 
of the Diffusion Transformer model in point cloud reg-
istration tasks. Through experiments in different types 
of cultural heritage scenarios, we found that the Diffu-
sion Transformer model can more accurately capture 
the geometry and semantic information of target point 
clouds, thereby achieving faster and more precise regis-
tration results. This is crucial for the accuracy and reli-
ability of digital cultural heritage modeling. Secondly, our 
research also revealed the advantages of the Diffusion 
Transformer model in handling data noise.

Furthermore, our study provides some insights into 
future research directions in the field of digital cultural 
heritage modeling. We can explore how to integrate point 
cloud registration technology with other digital modeling 
methods, such as image processing and virtual reality 
technology, to create more realistic and comprehensive 
digital cultural heritage models.
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