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Abstract 

The renovation of traditional architecture contributes to the inheritance of cultural heritage and promotes the devel-
opment of social civilization. However, executing renovation plans that simultaneously align with the demands 
of residents, heritage conservation personnel, and architectural experts poses a significant challenge. In this paper, we 
introduce an Artificial Intelligence (AI) agent, Architectural GPT (ArchGPT), designed for comprehensively and accu-
rately understanding needs and tackling architectural renovation tasks, accelerating and assisting the renovation 
process. To address users’ requirements, ArchGPT utilizes the reasoning capabilities of large language models (LLMs) 
for task planning. Operating under the use of tools, task-specific models, and professional architectural guidelines, it 
resolves issues within the architectural domain through sensible planning, combination, and invocation. Ultimately, 
ArchGPT achieves satisfactory results in terms of response and overall satisfaction rates for customized tasks related 
to the conservation and restoration of traditional architecture.
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Introduction
Renovating and preserving traditional architecture tran-
scends mere conservation of cultural and historical herit-
age; it embodies a profound reverence for urban memory 
and identity [1]. Such endeavors not only bolster cul-
tural heritage and historical education, enhancing social 
value, but also substantially foster tourism development. 
These activities enrich the quality of life for local popula-
tions and strengthen cultural identity. Concurrently, the 
integration of advanced technologies has transformed 
the conservation and repair of traditional structures. 

For instance, image recognition technologies are now 
deployed to detect structural damage [2], while deep 
learning models facilitate the automatic reconstruction 
of historical building images [3, 4]. These technologi-
cal advances have significantly heightened the efficiency 
and precision of conservational efforts, heralding a new 
era in the preservation and restoration of traditional 
architecture.

Following the acknowledgment of traditional architec-
tural renovation and preservation’s role in conserving 
historical and cultural heritage [5, 6], and the integra-
tion of modern techniques to enhance these efforts [7], 
it’s imperative to consider the communication among 
residents, heritage conservation personnel, and experts. 
The knowledge and recommendations of experts and 
scholars are crucial to the preservation work of heritage 
sites. However, real-time communication is often chal-
lenging, which can hinder the progress of restoration 
projects [8]. Consequently, the development of a method 
that facilitates communication among all stakeholders 
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and leverages existing technologies becomes essen-
tial. This method would not only streamline the flow of 
information and expert insights but also incorporate 
technological advancements in conservation, such as 
image recognition [9, 10] and other deep learning mod-
els [11–13], to support informed decision-making and 
project execution. It could bridge the gap between tech-
nical advancements and practical applications, ensuring 
that the preservation of traditional architectural herit-
age is a collaborative, efficient, and technology-enhanced 
endeavor.

Specifically, the introduction of human-computer 
interaction modes based on large language models 
(LLMs) [14, 15] has brought new perspectives to the con-
servation and renewal of traditional architectural styles. 
Through human-computer dialogues, LLMs can under-
stand and analyze the needs and preferences of stake-
holders, thereby providing more comprehensive and 
precise conservation and renewal plans.

Utilizing the inference capabilities of LLMs to call 
external models for designing Artificial Intelligence (AI) 
agents [16] represents an effective solution for address-
ing specialized domain tasks. The essence of an AI agent 
is that the LLM autonomously plans task steps using its 
intelligence, invoking task-specific models and exter-
nal tools to fulfill user requests. Some more general 
AI agents, such as BabyAGI1, AgentGPT2, AutoGPT3, 
and HuggingGPT [17] demonstrate strong task-solving 
capabilities with the help of tools (internet search, code 
executors) and task-specific models from the Machine 
Learning (ML) community. In the field of traditional 
architecture conservation and restoration, there are com-
plex task requirements along with numerous methods 
and model algorithms designed to address these practi-
cal issues and needs. However, these efforts typically 
require guidance from multiple experts within the field, 
leading to significant expenditures in terms of time, labor, 
and technical costs. Therefore, we aim to design a system 
capable of automatically analyzing actual task require-
ments under the guidance of LLMs and providing solu-
tions, as well as facilitating communication among all 
personnel involved in the heritage protection work.

In this paper, we propose ArchGPT, an AI agent aimed 
at accurately and comprehensively completing tasks 
in the field of traditional architecture protection and 
restoration, combining user requirements and profes-
sional architectural renovation guidelines. Recogniz-
ing the challenges posed by the specialized nature of 
architectural content, which often transcends the direct 

training data of general LLMs, we have embedded a 
robust retrieval system within ArchGPT. This system uti-
lizes the logic of Retrieval Augmented Generation (RAG) 
to enhance the model’s responses with accurate, con-
text-specific information extracted from a comprehen-
sive architectural knowledge base. It also can accelerate 
the process of renovation by promoting communication 
among participants. ArchGPT narrows down the range 
of tools and task-specific models used but ensures that it 
can address all problems within this specialized domain 
through reasonable combinations and calls. For the task 
planning aspect, we will define necessary task steps based 
on prior knowledge (e.g., when an image is inputted, the 
Image Caption model [18] must be called to supplement 
LLM’s understanding of the image), to provide essential 
inputs for the final response (refer to "Task parsing" sec-
tion ). Beyond these necessary prior constraints, the AI 
agent still enjoys the capability to autonomously plan 
tasks. Ultimately, ArchGPT has achieved satisfactory 
results in terms of response speed and overall satisfaction 
rate on our custom tasks related to the conservation and 
restoration of traditional architecture in southern China.

Related works
LLMs as AI agent
LLMs In recent years, the emergence of LLMs has 
brought about revolutionary changes in the field of Nat-
ural Language Processing (NLP), with models such as 
ChatGPT [19], GPT-4 [20], PaLM [21], and LLaMa [22] 
leading the charge. LLMs, owing to their vast corpora 
and intensive training computations, have demonstrated 
impressive capabilities in zero-shot and few-shot tasks, 
as well as in more complex tasks like mathematical prob-
lem-solving and common-sense reasoning. For instance, 
the advent of ChatGPT has highlighted the potential of 
LLMs in understanding human intent, reasoning, and 
following instructions to generate the required responses 
for specific tasks. Meanwhile, the introduction of GPT-4 
has unlocked tremendous potential for multimodal per-
ception, which is crucial for real-world foundational 
capabilities. To extend the intelligence of LLMs to more 
modalities, contemporary research has diverged into uti-
lizing LLMs as controllers to design AI agents that com-
plete tasks through autonomous planning and action. 
Both approaches have significantly expanded the capabil-
ity boundaries of LLMs.

AI Agent To capitalize on the human-like capabilities 
of LLMs for efficiently executing a variety of tasks, an 
increasing body of work aims to design AI agents based 
on LLMs. These efforts focus on unleashing the auton-
omy and creativity of LLMs to automate task comple-
tion with external tools, such as generating novel ideas, 

1  https://​github.​com/​yohei​nakaj​ima/​babya​gi.
2  https://​github.​com/​rewor​kd/​Agent​GPT.
3  https://​github.​com/​Signi​ficant-​Gravi​tas/​Auto-​GPT.

https://github.com/yoheinakajima/babyagi
https://github.com/reworkd/AgentGPT
https://github.com/Significant-Gravitas/Auto-GPT
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stories, or solutions, moving towards more general artifi-
cial intelligence.

LLMs like BabyAGI, AgentGPT, AutoGPT, and Hug-
gingGPT [17] are seen as autonomous agents, offering 
solutions for task automation. These agents adopt a step-
by-step reasoning process, iterating with the LLM to gen-
erate the next task. Furthermore, AutoGPT employs an 
additive reflection module for each task generation, to 
assess the suitability of the currently predicted task. In 
contrast, HuggingGPT utilizes a global planning strat-
egy to obtain an entire task queue in one query. Regard-
ing tool usage, AutoGPT primarily utilizes common tools 
(e.g., web search, code executors), whereas HuggingGPT 
leverages task-specific models from the ML community 
(e.g., Hugging Face4).

These applications demonstrate the vast potential of 
LLMs in building AI agents. With just a task and a set of 
available tools provided, they can autonomously devise 
plans and execute these plans to achieve the end goals. 
LLM-based agents have been applied in various real-
world scenarios, such as daily requests, software devel-
opment, and scientific research. In this paper, we aim 
to propose an AI agent that addresses problems in the 
field of architecture. This agent will fully leverage task-
specific models from the ML community and external 
tools to effectively solve tasks specific to the architectural 
domain.

Integrating LLMs with Traditional Architectural 
Conservation Guidelines
To enhance the role of LLMs in the architectural sector, 
research has investigated the integration of LLMs with 
domain-specific knowledge. Integrating LLMs with Life 
Cycle Assessment (LCA) [23] not only accelerates and 
refines the assessment process but also deepens under-
standing of the environmental impacts of building mate-
rials, processes, and products. This allows construction 
stakeholders to make better-informed decisions regard-
ing product selection. Additionally, LLMs fine-tuned 
with proprietary technical specifications [24] efficiently 
automate the processing and querying of construction 
engineering documents, facilitating access to extensive 
architectural knowledge through an intuitive Q &A for-
mat. In the realm of prefabrication and assembly, com-
bining LLMs with Building Information Modeling (BIM) 
[25] has fostered workflows that inform smart manufac-
turing practices in Design for Manufacturing and Assem-
bly (DfMA). BIMS-GPT [26] uses GPT technology for 
natural language queries to extract and present relevant 
BIM database information through natural language and 
3D visualizations, promoting versatile virtual assistants 

in the industry. In architectural heritage conservation, 
integrating multimodal LLMs with 3D Gaussian Spraying 
Technology (3DGS) creates digital twins that effectively 
visualize, document, and query cultural heritage struc-
tures [27].

These applications underscore the LLMs’ robust capa-
bility to process and interpret architectural data and 
its implementation specifics. By streamlining informa-
tion integration and enhancing data processing, LLMs 
improve the sustainability and efficiency of architectural 
projects. Furthermore, these technological advances are 
expanding into architectural conservation, aiming to 
merge LLMs with traditional conservation guidelines to 
boost the efficiency of complex architectural information 
analysis and provide actionable advice on maintaining 
and restoring historic buildings.

Methods

Overview
ArchGPT is a collaborative system designed to address 
traditional architectural facade renovation and aesthetic 
enhancement and guidance for building repairs. In addi-
tion to Normal Dialogue capabilities, it offers special-
ized functions such as Building Repair Guidance and 
Repair Rendering Generation. It is comprised of LLMs 
and external tools from the ML community, including 
task-specific models or manually crafted algorithms. The 
workflow involves four stages: Task Parsing, Tool Utiliza-
tion, Answer, and Feedback. As illustrated in Fig. 1, given 
a user request, our ArchGPT uses an LLM as the control-
ler to autonomously call upon various external tools to 
complete the workflow, ultimately producing the desired 
outcome. Fig. 2 provides a detailed usage demo of Arch-
GPT. In "ArchGPT" section, we will delve into each com-
ponent of the complete workflow in detail.

External tools
Retrieval LLMs may lack professional knowledge to 
answer the user’s question. Thus, retrieving existing 
knowledge from traditional architectural renovation 
guidelines is necessary. In this part, we propose a method 
that combines BM25-based [28] information retrieval 
techniques with BERT-based [29] semantic embedding 
techniques to perform text retrieval in two layers: the 
title It and the content Ic . Our aim is to execute effective 
information retrieval within architectural guideline doc-
uments like “Traditional Architectural Facade Renova-
tion and Aesthetic Enhancement Guidelines”5. As shown 

4  https://​huggi​ngface.​co/.

5  This document utilizes a hierarchical architecture, also known as a tree 
structure, where each leaf node’s title contains corresponding content. All 
titles from a leaf node to the root node are denoted as It , and the specific 
content under a leaf node is denoted as Ic.

https://huggingface.co/
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in Fig.  3, we demonstrate the structure of the guideline 
for traditional architectural renovation in Fuzhou, China 
(only a part of the guideline is demonstrated). Based on 
user-input queries, the Retrieval algorithm obtains the 
most relevant item I = (It + Ic) from the document. 
Note that prior to retrieval, we use an LLM to summa-
rize key information from the user’s input to generate the 
query.

BM25: First, we employ the Okapi BM25 retrieval 
function as the foundation of our retrieval system. BM25 
is a classic information retrieval ranking function based 
on a probabilistic model. Its main objective is to rank I 
with the highest relevance at the forefront based on the 
frequency and location of query terms within documents. 
BM25 allows for the rapid and rough filtering of I likely 
relevant to the query within specific documents. Specifi-
cally, for a given query, we start by breaking down the 
query into tokens and calculating each I’s score through 
the BM25 ranking function.

BERT Embeddings: Although BM25 performs well in 
many scenarios, it cannot capture the deep semantic rela-
tionships between words. Therefore, we decided to utilize 
BERT, a pre-trained deep learning model, to create richer 
word embeddings that capture semantic information. We 
encode each query and I with BERT to obtain their vec-
tor representations. These embeddings provide us with 
a method to measure the semantic relevance between 
query and I. Specifically, we evaluate their semantic simi-
larity by calculating the cosine similarity between the 
normalized embeddings of the query and the I.

We combine the scores from both methods, weighted, 
to arrive at the final retrieval score, as follows:

where I is the combination of all titles from a leaf node 
to the root node It and the specific content under a leaf 
node Ic , Q is the query, α is weight hyper-parameter 
used to balance the contribution of BM25 and Similar-
ity, BM25 represents the BM25 scoring function, S repre-
sents the cosine similarity score function for normalized 
embeddings, and E is BERTbase model.

The I with the highest score will be returned as the final 
result of the retrieval process. The final search formula is 
defined as follows:

where MAX is the selection operation for top-1 item and 
α is 0.4. The retrieved output will then concatenated with 
user’s origin input for the final answer from LLMs.

Classification Model (CLS) Since different types of 
buildings correspond to different architectural renova-
tion guidelines in the ’Building Repair Guide’, we need 
an architectural image classification model to select the 
appropriate architectural renovation guidelines. When 
necessary, these guidelines supplement ArchGPT’s 
knowledge in response to user requests. ArchGPT uti-
lizes a fine-tuned Vision Transformer (ViT [30]) model 
based on CLIP [31] to classify user-uploaded architec-
tural images. It is capable of recognizing five types of 
architectural categories, including preserved, renovated, 

(1)Score(I ,Q,α) = α · BM25(I ,Q)+ (1− α) · S(E(Q),E(I)),

(2)Retrieve = MAX(Score(I ,Q,α), 1)

Fig. 1  The architecture of ArchGPT incorporates a LLM as its central controller to respond to user requests. Upon receiving a request, ArchGPT 
initially parses the request to ascertain the required task. Subsequently, it invokes external tools (such as VLM and ControlNet) to facilitate 
the completion of this task. Ultimately, a response is generated, and based on the user’s feedback, ArchGPT engages in further rounds 
of conversation



Page 5 of 14Zhang et al. Heritage Science          (2024) 12:220 	

improvement, retained, and transformed buildings. Each 
category has its specific renovation guidelines, as shown 
in Fig. 4.

Visual Language Model (VLM) As long as the user 
inputs an image, ArchGPT utilizes BLIP [32] to gener-
ate captions for images to provide the LLM with detailed 
image information in text form as much as possible, 

Fig. 2  The workflow of ArchGPT for normal dialogue, building repair guidance, and repair rendering generation pipelines, respectively
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ensuring that the LLM can “read” the image, understand 
user intent, and make accurate task planning.

ControlNet To edit old architectural images based 
on user suggestions, ArchGPT employs an image edit-
ing model to implement the functionality of rendering 
old building restorations based on prompts. ArchGPT 
inputs the user’s renovation suggestions along with 
the original architectural image into the image editing 
model to generate effect images of the renovated build-
ing. In this project, we utilize the latest image editing 

model, ControlNet [33], a powerful image editing mode 
capable of generating effect images based on renovation 
suggestions and the original image, helping users ref-
erence and improve the final renovation architectural 
drawings.

ArchGPT
Task parsing
ArchGPT’s primary tasks include Normal Dialogue, 
Building Repair Guidance, and Repair Rendering 

Fig. 3  Conceptual representation of the structure/content of the guideline for traditional architectural renovation in Southern China

Fig. 4  Protection measures and samples for five types of buildings
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Generation, which means the LLM needs to handle 
prompts of two types: language and image. To help the 
LLMs better parse user prompts, in addition to setting 
the Task Parsing Prompt6 for ArchGPT, ArchGPT also 
automatically use VLM to obtain image descriptions to 
supplement the text prompt when there is image as input, 
and instruct the LLM to adhere to specific standards 
(e.g., JSON format) for parsing prompts. Therefore, we 
designed a standardized task template that requires the 
LLM to parse tasks through fields. As shown in the task 
parsing illustration in Fig. 2, similar to HuggingGPT [17], 
the task parsing template includes four fields (“task”, “id”, 
“prompt”, “feedback”) to represent the task name, unique 
identifier, user prompt, and user feedback. By parsing 
the task parsing dictionary, ArchGPT can automati-
cally use the LLMs to analyze user requests and parse 
tasks accordingly. We also provide {Demonstrations} 
for LLM’s reference, and maintain a 

{

ChatLogs
}

 using 
a task parsing dictionary list, where LLM can track the 
resources mentioned by users and incorporate them into 
task planning.

Tool utilization and output
When a user input is solely parsed as Normal Dialogue, 
the LLM directly responds to the user’s prompt (When 
there is an image input, a VLM is called to obtain image 
captions to supplement the text prompt.). When user 
input is parsed as Building Repair Guidance, the retrieval 
module is used to search the architectural documents 
for the most relevant items to supplement the user’s text 
prompt (When there is image input, call the CLS model 
to supplement the text prompt with the corresponding 
architectural renovation guidelines), and then neces-
sary expertise is provided to the LLM to accurately reply. 
When user input is parsed for Repair Rendering Genera-
tion, the text prompts supplemented by CLS and VLM 
model, along with the image, are input into ControlNet 
to obtain the edited image.

The aforementioned workflow of ArchGPT can be for-
malized as:

where Request and Answer respectively represent the 
user input and the response result of ArchGPT, which 
can be in the form of text or image. Parse represents the 
LLM’s formatting analysis of user input to obtain stand-
ardized task instructions. Tool represents the tools that 
need to be called for the standardized task instructions, 
and LLMs represents the execution of the entire work-
flow by calling tools and prompt according to the parsed 
instructions.

Feedback
Feedback is the evaluative feedback from a user after 
receiving the Answer. All feedbacks are stored under 
the feedback field in the task parsing dictionary, which 
is then saved in the 

{

ChatLogs
}

 . When a user provides 
positive affirmative feedback, it signifies the end of the 
ArchGPT response. If the user provides unsatisfied or 
negative feedback requiring modifications, ArchGPT will 
execute the complete workflow from the beginning again 
based on the content of the feedback, until the user is 
satisfied.

Experiments
Experiments settings
In our experiments, the LLM controllers we used include 
Alpaca-7b [34], Vicuna-7b [35], and GPT-3.57. To make 
the outputs of the LLM more stable, we followed the 
practice of HuggingGPT to set the decoding temperature 
to 0. For the VLM model with Image Captioning capa-
bility, we loaded the BLIP-base model [32] from Hugging 
Face to generate captions for images.

For CLS model, we fine-tuned the ViT-B/16 model 
from CLIP on a custom-made architectural classifica-
tion dataset8 of 1000 images, achieving a classification 
accuracy of 90.6% on the test set. In Fig. 5, we also pro-
vide a confusion matrix for the 5-category classification, 
showing excellent performance across most categories. 
However, the model’s precision on the Improved Build-
ings category is slightly lower (0.852), possibly due to 
significant overlap in features of improved buildings 
with other categories (such as renovated or preserved 
buildings), leading to some misclassifications. Overall, 
the CLS task-specific model is able to assist ArchGPT 
well in identifying the input architectural type, supple-
menting the LLMs with knowledge about architectural 
renovation.

(3)Answer = LLMs(Parse(Request),Tool)

6  The artificial intelligence assistant parses user input and generates a 
task dictionary in the following format: {“task”: “task”, “id”: 
“task_id”, “prompt”y: {“text”: “text”, “image”: 
“URL”}, “feedback”: “user_feedback”}. The “task” field rep-
resents the current task type, which belongs to one of [Normal Dialogue, 
Building Repair Guidance, Repair Rendering Generation]. The “id” field 
is the unique identifier of the task. The “prompt” field represents the text 
and image prompt organized for user input. The “feedback” field repre-
sents user feedback on ArchGPT response results. Please note that sum-
marize the user’s text input and if the user input cannot be parsed, an 
empty JSON response should be provided. Here are a few examples for 
your reference: {{Demonstration}}. To assist with task planning, chat 
history is provided in the form of {{Chat Logs}}, where you can track 
the resources mentioned by users and incorporate them into the task 
parsing phase.

7  https://​chat.​openai.​com.
8  The dataset consists of 200 images per category, totaling 1000 images, 
aimed at covering a wide range of architectural styles and degrees of trans-
formation, with a training and test set split of 8:2 with evenly distributed 
categories.

https://chat.openai.com
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Based on architectural renovation guidelines, we 
utilized GPT-4 to generate 2000 pairs of queries and I 
( It and Ic from the guideline introduced in ) to create 
a retrieval dataset. Specifically, we provided prompts 
to GPT-4 such as, “I’m giving you {document:I}, please 
generate a series of questions users might ask, follow-
ing the format query:xx,” to produce 2000 data pairs. I 
serves as the ground truth for the query, used to evalu-
ate the retrieval accuracy of our proposed retrieval 
algorithm.

As illustrated in Table 1, we compared three informa-
tion retrieval methods: BM25, BERT, and BM25+BERT. 
The results show that BM25+BERT outperforms both 
BM25 and BERT across all key metrics. This indi-
cates that the BM25+BERT method, which integrates 
the human prior knowledge of BM25 and the semantic 
understanding ability of BERT, can achieve the highest 
accuracy in information retrieval.

Qualitative results
Fig.  2 shows three demos for the pipeline of ArchGPT. 
In the first demo, the user’s request involves under-
standing the content of an image and is unrelated to the 

architectural category. Therefore, ArchGPT plans only 
to use the VLM to generate an image caption to sup-
plement information on the appearance of the building. 
Based on the sufficient architectural information, the 
LLM then makes predictions about the building’s history 
and provides reasons. Finally, ArchGPT receives positive 
feedback from the user, completing the Normal Dialogue 
workflow.

The process of the second demo is similar to the first, 
except that this time ArchGPT parses the task as Build-
ing Repair Guidance. Therefore, it needs to retrieve the 
corresponding repair guidelines from the architectural 
guideline document to enhance the LLM’s knowledge, 
eventually providing a repair suggestion that meets the 
architectural guidelines and fulfills the user’s request. 
However, the response provided by the LLM is too 
generic, and after integrating user feedback, ArchGPT 
will execute the entire Building Repair Guidance work-
flow again.

The third demo is more complex, requiring ArchGPT 
to call upon and coordinate the use of more external 
tools to complete the image editing task. Specifically, 
ArchGPT first parses the user’s request as a Repair Ren-
dering Generation task, then uses the CLS and VLM to 
parse image information to supplement the image editing 
requirements, and finally inputs the supplemented edit-
ing requirements and the original image into the Con-
trolNet model to obtain a reasonable edited image.

The above examples prove that ArchGPT indeed has 
the ability to leverage the intelligence of the LLMs to 
accurately parse user intentions and methodically call 
upon tools to solve real problems.

In Fig. 6, we present the dialogue flow of ArchGPT in 
real-use scenarios. The first flow depicts a case where 
ArchGPT fails to process a user’s question correctly. 
ArchGPT mistakenly parses the user’s intent as Repair 
Rendering Generation, subsequently calling the CLS and 
VLM models to supplement the “prompt”-“text”, and 
finally using ControlNet to obtain a photo of the repaired 
building. However, the user is not interested in updates 
to the house’s exterior but is more interested in receiving 
some suggestions for renovations inside the house. The 
second process demonstrates a correct and user satisfied 
Repair Rendering Generation process.

Quantitative evaluation
In ArchGPT, task parsing plays a crucial role through-
out the workflow as it determines which tasks will be 
executed in the subsequent pipeline. Therefore, we con-
sider the quality of task parsing as a measure of the LLM’s 
capability as a controller within ArchGPT. For this pur-
pose, we conduct a quantitative evaluation based on the 

Fig. 5  Confusion matrix for the architectural classification task, 
where “Pres.” stands for Preserved Buildings, “Reno.” represents 
Renovated Buildings, “Impr.” denotes Improved Buildings, “Reta.” 
signifies Retained Buildings, and “Tran.” corresponds to Transformed 
Buildings. The matrix showcases model performance in terms 
of Precision and Recall for each category

Table 1  BM25 and BERT represent methods based on BM25 
scores and BERT embedding semantic similarity scores, 
respectively

BM25+BERT represents the method of weighting two scores

Metric BM25 BERT BM25+BERT

Precision 0.858 0.942 0.963

Recall 0.892 0.945 0.976

F1 0.880 0.943 0.960
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ability to perform task parsing and the strength of this 
ability, to assess ArchGPT’s task parsing capability.

Metric To quantify whether ArchGPT has the ability 
to complete task parsing, we track how many attempts it 
takes for ArchGPT to correctly parse the “task” field into 
the correct task type (Normal Dialogue, Building Repair 
Guidance, Repair Rendering Generation) after receiving 

a user request, without considering other fields. Addi-
tionally, to quantify how strong ArchGPT’s ability is to 
complete task parsing, as long as ArchGPT correctly 
parses the “task” field within 4 times (note that each new 
attempt will include the feedback from the user), we use 
GPT-4 as a critic to evaluate whether the task parsing 
dictionary is reasonable (following HuggingGPT).

Fig. 6  The dialogue process of ArchGPT in practical usage scenarios
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When using GPT-4 to judge whether the task pars-
ing dictionaries generated by ArchGPT are reasonable, 
the prompt given to GPT-4 is: “We will next provide 
examples of high-quality and low-quality task parsing 
dictionaries that interpret user requests. There are five 
examples of each type, presented in the format “High-
quality examples: High-quality examples, Low-quality 
examples: Low-quality examples”. Please learn from these 
to develop your evaluation skills. Afterward, I will give 
you some new examples, and you only need to answer 
“High-quality” or “Low-quality”.

Dataset We created 100 requests for each of the three 
types of tasks, totaling 300 requests, which were created 
by 6 architecture students. These submissions were col-
lected to create an evaluation dataset, with user anno-
tated task type labels, used to evaluate whether ArchGPT 
can complete task parsing. In the evaluation of how 
strong ArchGPT’s ability is to complete task parsing, 
GPT-4 is used to judge whether the task parsing dic-
tionaries generated by ArchGPT are of “High-quality” or 
“Low-quality”. Note that the task parsing dictionary to be 
evaluated is a dictionary that LLM has successfully and 
correctly parsed no more than three times.

Performance Our experimental evaluation covered 
various LLMs, including Alpaca-7b, Vicuna-7b, and the 
GPT-3.5 model. In Tables  2 and  3, Alpaca and Vicuna 
refer to Alpaca-7b and Vicuna-7b, respectively.

In Table  2, GPT-3.5 demonstrated superior perfor-
mance across all three task types, especially in Normal 
Dialogue and Repair Rendering Generation tasks, where 
it significantly outperformed Alpaca-7b and Vicuna-7b 
in the number of correct parses. This result indicates that 
GPT-3.5 has higher accuracy and efficiency in under-
standing user requests and accurately classifying them 
into the corresponding tasks, reflecting its strong plan-
ning capabilities in complex scenarios. Table  3 shows 
that the high-quality task parsing dictionaries obtained 
from GPT-3.5 have a high proportion, particularly in 
repair rendering generation tasks, where the proportion 
of high-quality dictionaries reached 96/100. This fur-
ther confirms that GPT-3.5 not only has a high accuracy 
in generating specific task parsing dictionaries but also 

ensures quality. In contrast, although Vicuna-7b per-
formed better in repair rendering generation tasks than 
Alpaca-7b, their performance in other task types was 
similar and both were lower than GPT-3.5. These results 
not only prove the capability of GPT-3.5 as a controller in 
task parsing and execution but also suggest that improv-
ing the technology for complex task planning of LLMs is 
crucial for future research and development.

Human evaluation
In addition to objective evaluations, we also follow Hug-
gingGPT to invite human experts to perform subjec-
tive assessments in our experiments. The significance of 
incorporating human evaluations lies in their ability to 
provide nuanced insights that go beyond the quantita-
tive metrics typically used in objective evaluations. While 
objective metrics are essential for measuring perfor-
mance, they often fail to capture the qualitative aspects 
of how well an AI system meets user needs in real-world 
scenarios. By involving human experts, particularly in a 
specialized field such as architectural heritage, we ensure 
that the evaluations consider practical, contextual, and 
experiential factors that are critical for the successful 
application of AI technologies.

In our experiments, from our custom set of 300 
requests, we extracted 30 requests from each of the 
three types of tasks, providing a total of 90 requests to 
different LLMs. Three architectural heritage experts 
from Nanchang University evaluated the performance 
of ArchGPT in three stages (Task Parsing, Tool Utiliza-
tion, and Answer). The tasks involved and the metrics 

Table 2  The number of times a user request is parsed to the correct task type

A., V. and G. respectively represent Alpaca, Vicuna, and GPT-3.5

Normal dialogue Building repair guidance Repair rendering generation

A. V. G. A. V. G. A. V. G.

1 77 82 94 1 61 65 85 1 91 89 96

2 16 12 4 2 21 21 9 2 7 11 4

3 5 4 2 3 13 8 5 3 1 0 0

3+ 2 2 0 3+ 5 6 1 3+ 1 0 0

Table 3  The proportion of high-quality dictionaries in 
dictionaries which was parsed correctly no more than three 
times attempt

Task type Alpaca Vicuna GPT-3.5

Normal dialogue 76/98 77/98 87/100

Building repair guidance 81/95 78/94 91/99

Repair rendering generation 86/99 91/100 96/100
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assessed are described below. (the results were decided 
by a vote of these 3 experts, and at least two agreeing 
counts as a pass).

◦ Task parsing: We collect the number of correctly 
parsing task types for the first time and the corre-
sponding number of reasonable dictionaries. The 
Correctness here refers to the number that LLM 
correctly classifies the task type for the first time. 
The Rationality here refers to the number of gener-
ating a reasonable task parsing dictionary, which is 
judged by humans.
◦ Tool utilization: During the Tool Utilization 
phase, we use correctly classified and reasonable 
task parsing dictionaries to guide LLM in calling 
different tools to complete the entire workflow. 
However, during the execution process of LLM, 
even if the task parsing dictionary is reasonable 
for the planning of the entire workflow, LLM may 
encounter problems in parameter transfer or tool 
invocation due to its limited instruction-following 
ability, resulting in the inability to obtain effective 
output from the tools or task-specific models, and 
thus the workflow cannot be completed. So we 
define the Completion as the number of correctly 
calling the tools and collecting intermediate out-
puts to complete the entire workflow. At the same 
time, we also counted the Numbers of tools and 
task-specific models used in complete workflows to 
evaluate the task completion efficiency of LLM.
◦ Answer: We use Success to represent how many of 
the 90 requests received responses (answers gener-
ated by ArchGPT) that satisfied user requirements.

From Table  4, we see that all LLMs can fulfill user 
requests in one go with a success rate of over fifty per-
cent. If feedback is introduced for multi-turn dialogue, 
success rates are expected to further increase. We also 
observe that Alpaca and Vicuna exhibit similar lev-
els of Correctness and Numbers, but Vicuna signifi-
cantly leads in Rationality and Completion. Therefore, 
we believe that the reasonableness of LLMs in parsing 

dictionaries and the strength of their command-fol-
lowing capabilities are crucial for successful responses. 
Comparing these three LLMs, GPT-3.5 is notably 
superior to open-source LLMs such as Alpaca-7b and 
Vicuna-7b from the Task Parsing to Answer stage, with 
lesser dependency on tools. This aligns with previ-
ous objective assessments and underscores the neces-
sity of a strong LLM as a controller within an AI agent. 
In summary, ArchGPT fully explores the potential of 
LLMs, demonstrating the feasibility of AI Agents in 
solving architectural tasks, with significant efficiency in 
Task Parsing and Tool Utilization.

We organize the evaluation data from human experts 
across different applications and LLMs to showcase the 
diverse applications and effectiveness of ArchGPT.

We organize the evaluation data from human experts 
across different applications and LLMs in Table  5 to 
showcase the diverse applications and effectiveness 
of ArchGPT. Comparing the performance of Normal 
Dialogue and Building Repair Guidance tasks, despite 
Building Repair Guidance requiring more specialized 
architectural knowledge, ArchGPT performs better in 
this task. We attribute this advantage to the retrieval 
module proposed in ArchGPT. To substantiate this, we 
conduct ablation experiments on the retrieval module 
within the Building Repair Guidance tasks. As indi-
cated in Table  6, without the retrieval module, the per-
formance of all models decreases significantly (from 
21 to 12, 24 to 11, and 27 to 15). This underscores the 
importance of incorporating a retrieval-augmented 
generation mechanism in ArchGPT to enhance perfor-
mance effectively.

Table 4  Human evaluation on different LLMs

Experiments are implemented for 30 requests randomly selected from each task

LLMs Task parsing Tool utilization Answer

Correctness Rationality Completion Numbers Success

Alpaca 70 54 49 2.07 49

Vicuna 71 59 55 2.16 56

GPT-3.5 83 75 73 1.73 72

Table 5  Expert evaluation: proportion of successful responses 
across different tasks under various LLMs

LLM Normal dialogue Building 
repair 
guidance

Repair 
rendering 
generation

All tasks

Alpaca 14/30 19/30 16/30 49/90

Vicuna 18/30 22/30 16/30 56/90

GPT-3.5 24/30 27/30 21/30 72/90

Table 6  Ablation study on the retrieval module for the building 
repair guidance task

Alpaca Vicuna GPT-3.5

w/ retrieval 21 24 27

w/o retrieval 12 11 15



Page 12 of 14Zhang et al. Heritage Science          (2024) 12:220 

Disscusion
In this paper, we delve deeply into the extensive applica-
tions of ArchGPT in the field of architecture and its pro-
found impact on traditional architectural renovation and 
preservation practice. Through the analysis of various 
real-world usage scenarios, we conclude that ArchGPT 
has brought unprecedented innovation and efficiency to 
architectural design and planning, and that the powerful 
LLM as an ArchGPT controller is necessary to accurately 
complete user requests. Additionally, it plays a vital role 
in traditional architectural preservation, public educa-
tion, and the promotion of sustainable building practices.

Another important point is that communication among 
residents, heritage conservation personnel, and experts 
emerges as a critical factor. By improving communica-
tion, stakeholders can collaborate more effectively, ensur-
ing that the actions taken are both timely and in line with 
the best preservation practices. As shown in Fig.1, Arch-
GPT facilitates a more dynamic exchange of knowledge. 
In the future, we plan to create an online platform to 
facilitate discussions and collect more data to continually 
optimize ArchGPT’s problem-solving capabilities.

In addition, we explore the potential applications 
of ArchGPT in the renewal and preservation design 
of urban traditional architectural heritage. Figure  7 
illustrates how ArchGPT extracts information from 
existing architectural photographs and generates resto-
ration and renewal plans for different building facades. 

Specifically, ArchGPT precisely delineates the types of 
restoration tasks through its VLM and CLS modules. 
Based on this, it dynamically extracts and adjusts res-
toration guidelines from its knowledge base, produc-
ing customized restoration strategies. With the aid of 
ControlNet technology, ArchGPT translates restora-
tion plans into intuitive visualizations, providing con-
crete and feasible visual references for all stakeholders. 
The application results demonstrate that ArchGPT 
conducts thorough analyses of the buildings’ historical 
context, structural characteristics, and current dam-
ages, ensuring that the restoration plans adhere to the 
following principles: respect and preserve the build-
ing’s historical value, accommodate modern functional 
requirements, and employ appropriate restoration 
techniques for long-term stability. Specific actions, as 
shown in Fig.  7, include removing non-original struc-
tures such as anti-theft nets, restoring the original 
color of door and window frames, and relocating air 
conditioning units to more concealed positions to avoid 
disrupting the building’s appearance. Notably, the win-
dow renovation includes tea-colored aluminum frames 
that harmonize with the original style, exemplifying the 
integration of traditional materials with modern tech-
nology. Furthermore, facade cleaning, repair, and paint-
ing are aimed at restoring the building’s original visual 
effect while providing an additional protective layer 
against future environmental degradation.

Fig. 7  ArchGPT application in traditional architectural heritage renovation and conservation
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Overall, this study showcases the practical application 
of ArchGPT in the renewal and conservation projects of 
traditional architectural heritage, demonstrating both its 
deep understanding of historical architectural details and 
the feasibility of implementing conservation-oriented 
restorations in modern urban environments. Through 
such refined and personalized restoration plans, we can 
align the needs of all stakeholders, further advancing the 
protection and revitalization of architectural heritage.

One limitation of ArchGPT is the scope of its exter-
nal tools. Currently, it incorporates four tools designed 
to enhance task-solving capabilities. We plan to expand 
this toolkit by introducing additional resources, such as 
3D rendering and internet searching, to enhance our sys-
tem’s functionality. Additionally, we intend to design a 
broader range of task scenarios beyond the existing three, 
aiming to achieve wider real-world applicability.

Moreover, recent advancements in multimodal mod-
els, exemplified by GPT-4, indicate a promising direc-
tion where the dependence on external modules might 
be significantly reduced, thereby streamlining the archi-
tecture design and implementation processes. While 
these integrated models offer the allure of simplifica-
tion and potentially lower operational complexities, they 
come with their own set of challenges, primarily related 
to higher computational demands and associated costs. 
Future research will explore the feasibility of deploying 
high-performance open-source multimodal models that 
can provide similar capabilities. This approach not only 
promises a reduction in the logistical and technical over-
head of managing multiple external tools but also aligns 
with the ongoing trends of increasing model efficiency 
and effectiveness. However, it is crucial to evaluate the 
trade-offs involved, particularly in terms of cost-effec-
tiveness and accessibility for users, ensuring widely 
adopted within the field of architectural conservation and 
restoration.

In summary, as a revolutionary technological tool, Arch-
GPT’s application in the preservation and adaptive reuse 
of traditional architecture has broken down the barriers of 
professional knowledge, facilitating interdisciplinary com-
munication and collaboration through human-computer 
interaction. This not only enhances the efficiency of project 
implementation but also fosters consensus among stake-
holders from diverse backgrounds, contributing to the 
development of more comprehensive and diverse conser-
vation and renewal strategies. Most importantly, ArchGPT 
helps to renovate urban renovation architectural works 
that reflect historical traditions, while meeting the needs of 

contemporary society and providing new possibilities for 
innovative protection of traditional architectural heritage.

Conclusion
In this paper, we demonstrated the capabilities of ArchGPT 
for architectural conservation and restoration, effectively 
dismantling the barriers of specialized knowledge. By exe-
cuting tasks with precision and responding promptly, Arch-
GPT not only streamlines the process of preserving and 
modernizing traditional architecture but also bolsters pub-
lic appreciation for the value of historic buildings through 
its human-computer interaction model. It can also utilize 
extra tools to enhance its task completion ability. Moreo-
ver, ArchGPT’s contribution to sustainable architectural 
practices and public education underscores a deep respect 
for urban memory and identity. By providing architectural 
design solutions that cater to modern requirements while 
honoring historical traditions, ArchGPT opens up new 
avenues for innovative preservation, illustrating its poten-
tial to transform urban landscapes sustainably.
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