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Abstract 

Kolkata, renowned as the City of Joy, boasts a rich tapestry of cultural heritage spanning centuries. Despite the signifi-
cance of its architectural marvels, accessing comprehensive visual documentation of Kolkata’s heritage sites remains 
a challenge. In online searches, limited imagery often fails to provide a detailed understanding of these historical land-
marks. To address this gap, this paper introduces MonuNet, a high-performance deep-learning network specifically 
designed for the classification of heritage images from Kolkata. The development of MonuNet addresses the critical 
need for efficient and accurate identification of Kolkata’s architectural marvels, which are significant tangible cultural 
heritages. The dataset used to train MonuNet is organized by heritage sites, each category within the dataset repre-
sents distinct sites. It includes images from 13 prominent heritage sites in Kolkata. For each of these sites, there are 
50 images, making it a structured collection where each category (heritage site) is equally represented. The proposed 
network utilizes a unique architecture incorporating a Dense channel attention module and a Parallel-spatial channel 
attention module to capture intricate architectural details and spatial relationships within the images. Experimental 
evaluations demonstrate the superior performance of MonuNet in classifying Kolkata heritage images with an accu-
racy of 89%, Precision of 87.77%, and Recall of 86.61%. The successful deployment of MonuNet holds significant 
implications for cultural preservation, tourism enhancement, and urban planning in Kolkata, aligning with the United 
Nations Sustainable Development Goals (SDGs) for sustainable city development. By providing a robust tool 
for the automatic identification and classification of heritage images, MonuNet promises to enrich online repositories 
with detailed visual documentation, thereby enhancing accessibility to Kolkata’s cultural heritage for researchers, tour-
ists, and urban planners alike.
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Graphical Abstract

Introduction
Kolkata, the City of Joy, stands as a living testament to 
India’s rich and diverse cultural heritage [1]. Nestled 
along the banks of the Hooghly River, this city has wit-
nessed the flow of empires, the birth of literary giants, 
and the evolution of unique architectural marvels. From 
the colonial-era the city edifices temples and memorials 
and also the Kolkata’s cultural heritage includes intricate 
tapestry that spans centuries [2, 3]. The choice of Kolk-
ata as the focal point for this work stems from the city’s 
unparalleled wealth of cultural heritage, particularly its 
monuments. These monuments are tangible cultural her-
itages, each with its unique story; represent the legacy 
of civilizations that have left an indelible mark on the 
city’s landscape [4]. While Kolkata’s cultural heritage is 
a source of immense pride, it also demands responsible 
preservation and recognition to ensure that these treas-
ures endure for generations to come. The development of 
Information and communication technology (ICT) has 
paved a significant way to preserve large amount of data 
in the form of text and images [5–7].

Currently, many research works has reported efficient 
image classification for various applications, but very 
few research works have been devoted for classifica-
tion of Tangible cultural heritage like monuments and 

buildings. Machine learning (ML) and Deep Learning 
(DL) techniques are employed in the classification of the 
monument images [8–11]. The importance of image clas-
sification lies in its ability to facilitate efficient recogni-
tion and understanding of the vast array of monuments 
scattered across the Globe. Using ICT tools for creating 
a digital library for these monuments along with artificial 
intelligence (AI) for the identification of these historical 
sites also provide a bridge to the past, offering insights 
into their historical and architectural significance. The 
societal benefits of this research are manifold. Effective 
monument recognition can enhance tourism experi-
ences, making Kolkata’s cultural heritage more accessi-
ble to both residents and visitors. Moreover, it aids in the 
preservation efforts, as it enables the assessment of struc-
tural and conservation needs. It also helps in urban plan-
ning where urban planners can use this model to identify 
the locations of monuments and incorporate this infor-
mation into city development plans, ensuring that new 
structures and infrastructure projects respect the city’s 
historical heritage. By actively participating in the safe-
guarding of cultural treasures, this work contributes to 
the sustainable development of the city and its economy, 
aligning with the United Nations Sustainable Develop-
ment Goals (SDGs).
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The proposed work centers on the critical task of clas-
sifying and recognizing these monuments using image 
analysis, specifically leveraging deep learning techniques. 
The method used for our work involves organizing the 
dataset specifically by heritage sites, where each site is a 
distinct category and is represented with an equal num-
ber of images. This differs from traditional methods of 
dataset creation which often involve collecting a large, 
diverse set of images without such strict categorization 
or equal representation per category. Traditional data-
sets may prioritize a broad collection of images to cover 
more general scenarios without focusing on specific, 
evenly represented categories. In contrast, our structured 
approach by specific heritage sites ensures that the model 
can learn detailed and nuanced features unique to each 
location, which is critical for tasks requiring high speci-
ficity like heritage site recognition. The availability of 
comprehensive datasets on Kolkata’s monuments posed 
a major challenge in this research work. A dataset was 
created by collecting the different view of 13 heritage 
monuments with each category having 50 images. The 
inclusion of 50 images per heritage site in the MonuNet 
dataset balances comprehensiveness and manageability, 
allowing for varied representation of features and per-
spectives critical for training deep learning models. This 
uniformity ensures each site is represented equally, avoid-
ing biases from disproportionate representation. Such 
balance is essential in machine learning, as it enhances 
model robustness and consistency across different data 
categories, ultimately improving accuracy and generaliz-
ability. This method aligns with best practices in the field, 
emphasizing the importance of a sufficient and balanced 
number of samples for each category. Despite the vast 
cultural wealth that the city harbors, there was a con-
spicuous absence of publicly accessible, well-annotated 
datasets for image classification and recognition tasks. 
This dearth of data, crucial for training and validating the 
deep learning models, prompted to create a dataset. The 

collected dataset not only serves as the backbone to this 
research but also addresses a critical gap in the resources 
available for the preservation and recognition of Kolkata’s 
cultural heritage. The Fig.  1 shows the various images 
from the Kolkata heritage monument dataset.

The organization of this article in a nutshell as follows: 
Section  2 reviews the existing works related to heritage 
image classification. Section 3 provides the dataset cura-
tion process. Section  4 gives the detailed explanation 
about our proposed workflow for Kolkota heritage image 
classification system. Section 5 discusses the experimen-
tal evaluation of our MonuNet on curated dataset. Sec-
tion 6 concludes our work.

Related works
This section discusses the various works reported on the 
classification of cultural heritage monument images not 
only limited to tangible cultural heritage [12, 13]. Early 
works and advancements: Developing an efficient image 
classification technique has its application in manifolds. 
The initial application of CNN models for classifying 
heritage monuments and the major landmarks of Pisa 
has reported. A dataset of 1227 images with 12 classes 
was used and various feature extraction techniques were 
employed before applying CNN model for classification 
of images [14]. The use of a pretrained MobileNet V2 
model optimized with Bayesian optimization for classify-
ing UNESCO certified heritage sites in India, facilitated 
by a crowdsourced dataset has been explored. The data-
set was collected by crowdsourcing platform for Indian 
digital heritage space monuments dataset, integrated 
into a web app [11]. CNN based Indian heritage monu-
ment identification was proposed for its application in 
various domains like education, tourism, cultural pres-
ervation and so on. The model was deployed on cloud 
platforms, and a constant process of feedback collection 
and model refinement was also included for automating 
the monument identification process with information 

Belur Math, Kolkata Fort William, Kolkata Shaheed Minar, Kolkata  
Fig. 1  Images from dataset used to train MonuNet
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up-gradation [15]. Another work introduces the CAH10 
dataset, comprising 3080 images representing 10 classes 
of Chinese architectural heritage [16]. This work aims to 
enhance image retrieval in cultural heritage, particularly 
in the context of local architectural heritage in China and 
also introduces an innovative deep hashing method to 
tackles data scarcity. Point clouds for architectural clas-
sification details the innovative approach of transform-
ing heritage images into 3D point clouds for improved 
classification accuracy using deep learning methods [17, 
18]. In this approach firstly, the images are converted to 
3D point clouds. Then, feature extraction is done and the 
dataset is trained on a deep learning classifier. The results 
demonstrate that the deep learning framework surpasses 
existing state-of-the-art methods in the semantic seg-
mentation of Point Clouds, achieving enhanced accuracy 
in architectural element classification by effectively cap-
turing local geometric features.

Additional studies have explored the classification of 
architectural features, such as bridges [19] and street 
façades [20], emphasizing their structural characteristics 
[21]. Other research has utilized machine learning tools 
like WEKA to apply models to architectural datasets [22]. 
These models classify images using three features: fuzzy 
histograms, edge histograms, and DCT coefficients. The 
dataset employed consists of 150 images of heritage sites, 
with features extracted using four tree algorithms: J48, 
Hoeffding Tree, Random Tree, and Random Forest [22]. 
Moreover, further developments include mobile applica-
tions designed to facilitate easy access to and identifica-
tion of various monuments. Deployed using the Python 
Flask framework, these applications enable users to pho-
tograph monuments and access a wealth of information 
such as nearby tourist attractions, hotel recommenda-
tions, user ratings, price ranges, reviews, monument 
descriptions, official websites, and 360-degree views [10].

Works addressing classification challenges: Heritage 
image classification has played a huge role in the cul-
tural image recognition of many countries [23]. Various 
image processing techniques were employed to analyze 
the ancient monuments and heritage sites of Thailand. 
The goal was to glean information and craft narratives 
about these sites, with the aim of preserving knowledge 
and sparking interest for future generations. Researchers 
utilized convolutional neural networks (CNN) to clas-
sify and extract pertinent details from images of cultural 
heritage [24], a project supported by King Mongkut’s 
University of Technology North Bangkok. Additionally, 
a proposal was made to classify digital documentation 
images of cultural heritage sites using CNN [25]. The 
dataset used in this study, known as the Architectural 
Heritage Elements Dataset, is available in various ver-
sions of different sizes. The primary aim of this research 

is to leverage the growing volume of digital documenta-
tion within the cultural heritage field, which includes 
images captured by non-professionals using smart-
phones. However, these images often suffer from a lack of 
clarity, missing source captions, and inadequate categori-
zation, which complicates the classification process.

Another study highlighted the significance of image 
classification for cultural preservation and the challenges 
posed by imbalanced categories in image datasets. The 
research showed that clustering and focusing on local 
features, such as dominant image gradients, can achieve 
high classification rates even with incomplete data [10]. 
Additionally, deep learning techniques have been applied 
to monitor the structural health of heritage buildings. 
This particular study concentrated on utilizing a variety 
of machine learning algorithms and pre-trained models 
to predict factors like compressive strength and damage 
scenarios that influence the structural integrity of herit-
age buildings. A range of standard ML algorithms and 
pre-trained models were employed to assess the struc-
tural integrity of these buildings [26].

It is evident from the literature that there is a huge 
space for ML and DL techniques in the field of heritage 
image classification. Also, the earlier works on the per-
spective of conservation and preservation of Kolkata 
heritage images was not available. With the notion to 
preserve and document those images, we observed about 
the characteristics of Google Lens. One of the significant 
features that hinders us to get the heritage related infor-
mation from it is its limited knowledge about local Indian 
sites. Also, it may not provide in-depth context about our 
local heritage. Hence, we take an initiative step to per-
form digital preservation of Kolkata heritage images. We 
propose Kolkata heritage image search (KHIS) system to 
accomplish the task and the novel contributions are:

•	 Curation of Kolkata heritage image dataset which 
comprises the significant monuments with different 
architectural style in Kolkata

•	 Creation of “MonuNet”—a new deep learning model 
to learn the complex characteristics in the architec-
ture style of Kolkata

•	 Evaluation of MonuNet on curated dataset to catego-
rise the query image into one of the 13 categories,

•	 Presentation of details about the Kolkata monument 
through web-app to the user.

Kolkota monument data curation process
As there is always a critical requirement to preserve the 
Kolkota heritage monument, we are taking the initial step 
to achieve it. To the best of our knowledge, there is no 
public dataset available for our work. Hence, it is manda-
tory to curate the required dataset. We started to collect 
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the dataset from open sources such as flicker, google, ins-
tagram and shutterstock. Our keywords for image search 
were “Kolkota Monument”, “Kolkata monuments”, “Kol-
kata heritage sites”, “Kolkata historical landmarks”, “Kol-
kata architectural heritage”, “Kolkata famous buildings”, 
“Kolkata iconic structures”, “Kolkata historical monu-
ments”, “Kolkata tourist attractions”, “Kolkata architec-
tural landmarks”, “Kolkata cultural heritage”. We carefully 
selected thirteen of the most significant heritage places 
located in Kolkata, as designated by the West Bengal 
Heritage Commission (WBHC) [3], an authoritative body 
responsible for the preservation and promotion of herit-
age sites within the state. The WBHC is recognized for its 
rigorous criteria in identifying sites of historical and cul-
tural importance, ensuring that our selection is grounded 
in a well-respected framework. We also searched using 
specific keywords like “Dakshineswar Kali Temple Kol-
kata”, “Marble Palace Kolkatta”, “Shaheed Minar”, “Victo-
ria Memorial Kolkatta”, “Raj Bhavan” and so on. The list 
of monuments chosen for our work and the details are 
listed in Table 1.

Belur Math is the headquarters of Ramakrishna Math 
and Mission. The Black Hole Monument commemo-
rates the Kolkata incident. Dakshineswar Kali Temple, 
dedicated to Goddess Kali, is a revered site. Fort Wil-
liam, originally built by the British, now hosts the Indian 
Army’s Eastern Command. Howrah Bridge, a cantilever 
bridge over the Hooghly River, is a Kolkata landmark. 
The James Princep Memorial, in neo-Gothic style, cel-
ebrates James Prinsep, a scholar who deciphered Brahmi 
script. Marble Palace, noted for its marble architecture 
and art collections, dates back to the 19th century. Met-
calfe Hall features a Neoclassical design with Corinthian 
columns and houses a library. Raj Bhavan is the residence 

of West Bengal’s Governor. Shaheed Minar and St. Paul’s 
Cathedral, with its Indo-Gothic architecture, are key his-
torical sites. The Victoria Memorial and Writers’ Building 
are iconic British-era structures. These sites are each rep-
resented by 50 images in the MonuNet dataset, aimed at 
preserving Kolkata’s architectural heritage.

Proposed framework for Kolkata heritage image 
classification
The classification using the MonuNet model is crucial 
because it enables the system to categorize each query 
image into one of the thirteen monument classes. This 
categorization helps in organizing the data efficiently, 
enhancing the search functionality, and improving user 
experience by quickly matching query images to their 
corresponding monument categories. Classification is 
fundamental to making the heritage image search sys-
tem intuitive and responsive, facilitating educational, 
research, and preservation efforts related to Kolkata’s 
cultural heritage. The entire pipeline of our Kolkata herit-
age image classification includes three phases: (i) query 
phase and (ii) classification phase and (iii) presentation 
phase. During query phase, anonymous user rises an 
image query with a motivation to get the heritage infor-
mation lying behind the query image. In the classfica-
tion phase, We extract the high level features using the 
expertise driven “MonuNet” model and classifies the 
query into one of the thirteen monument classes. In the 
context of MonuNet, ’high-level features’ refer to the dis-
tinguishing attributes of images that are learned by the 
model to effectively differentiate between the thirteen 
monument classes. For example, these features could 
include architectural elements like the shape and style of 
arches, the presence of specific motifs or sculptures, and 

Table 1  Details of specific Kolkota monuments

S.No Monument Architectural style

1 Belur Math Blend of Hindu, Islamic, Christian, and Buddhist

2 Black Hole Monument Historical commemorative monument, no spe-
cific architectural style

3 Dakshineswar kali temple Bengali Navaratna architectural style

4 Fort William British colonial military architecture

5 Howrah Bridge Cantilever truss bridge

6 James Princep Memorial Neo-Gothic architectural style

7 Marble Palace Neoclassical architecture with marble facade

8 Metcalfe Hall Neoclassical architectural style

9 Raj Bhavan Blend of neoclassical and British colonia

10 Shaheed Minar Indo-Saracenic architectural style

11 St.Paul’s Cathedral Indo-Gothic architectural style

12 Victoria Memorial Indo-Saracenic Revival architectural style

13 Writers Building Blend of British and Mughal architectural styles
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unique color patterns of the buildings. Such features help 
MonuNet recognize and classify an image of a monu-
ment based on its architectural signature and stylistic ele-
ments, enabling accurate identification and classification 
within the system. The presentation phase provides the 
insightful and valuable information to the user according 
to the classification result. MonuNet acts as the brain and 
expert for classifiying the query.

Evolution of MonuNet
Recognizing the challenge in classifying heritage site 
images in Kolkata, we proposed developing a dedicated 
deep learning model. The MonuNet work was initiated 
with a focus on developing a model that could accurately 
classify images from 13 major heritage sites. Our team 
began collecting images, aiming to gather 50 high-quality 
images for each site to ensure comprehensive training 
data. After that, the basic architecture of MonuNet was 
designed, incorporating convolutional neural networks 
and early versions of attention mechanisms. Monu-
Net was tested, revealing initial flaws in classification 

accuracy and model efficiency. To improve performance, 
advanced features like parallel spatial channel attention 
modules were integrated to enhance feature extraction 
and focus on relevant details in images. Extensive test-
ing and optimization phases were conducted to refine the 
model’s accuracy and efficiency.

MonuNet architecture details
The fundamental (DenseNet121[]) blocks of MonuNet 
consists of three different units as shown in Fig. 1. Unit 
1 includes three consecutive operations as 2D convolu-
tion (kernel size 7X7 with a stride of 2), batch normali-
zation and activation. The convolution process extracts 
the spatial features from the curated Kolkota heritage 
images. Batch normalization aids MonuNet in the con-
vergence process through normalizing and stablizing 
the activations in each mini batches. The activation 
operation introduces non linearity into the MonuNet 
through ReLU function. Based on the information pre-
sented in Fig. 2, it can be inferred that Unit 1 and Unit 
2 share common operations but differ from each other 

Fig. 2  Fundamental blocks of MonuNet
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solely in terms of the convolution process. The kernel 
size for the 2D convolution process in unit 2 is “1X1”. 
Unit 3 extracts and learns the complicated features 
from the heritage images. It consists of four repetition 
layers comprising a combination of batch normaliza-
tion, relu, 2D Convolution followed by concatenation. 
The normalization function ensures that the MonuNet 
attains effective learning stage with reduced internal 
covariate shift. Relu activation supports the derivation 
of complex inter-relationships between the images. The 
hierarchical features are learned using the multi-scale 
features obtained using 2D convolution process. The 
concatenation of these layers enhances the power of 
MonuNet by creating the abstract and meaningful rep-
resentations of input images.

These three fundamental units form the architec-
ture of MonuNet as visualized from Fig.  3. The units 
are arranged to make up the five different blocks. Each 
block is combined with the next block by max and aver-
age pooling. Dense channel attention module (DCAM) 
operates on the intermediate representation or the fea-
ture maps obtained from block 5. The channel based 
attention map is computed and the significance of each 
channel is learned. The attention map from each chan-
nel is combined with the attention map of consecu-
tive channels to attain dense connectivity. The DCAM 
operation is mathematically represented as,

where ′Y ′ denotes the intermediate feature map, avg-
pool represents the average pooling operation,  W1 &W2 
are the updatable weights, ReLU denotes the activation 
function and softmax function normalizes the activation 
scores across all attention channels. The enhanced fea-
ture representation obtained from DCAM is futher tuned 
by parallel spatial channel attention module.

A parallel spatial channel attention module is an 
advanced feature in deep learning architectures designed 
to enhance model performance by focusing on the most 
informative features of input data. This module oper-
ates by applying attention mechanisms separately but 
simultaneously across spatial and channel dimensions of 
input data. The spatial attention focuses on identifying 
important regions within the data, enhancing relevant 
spatial features, while the channel attention selectively 
emphasizes informative channels, effectively capturing 
interdependencies between different feature maps. By 
processing these two attention mechanisms in parallel, 
the module can more efficiently and accurately refine fea-
ture representation, leading to improvements in tasks like 
image recognition, segmentation, and classification. This 
dual focus allows for a more nuanced understanding and 
processing of complex input data, making it particularly 

(1)CA = softmax
(

ReLU
(

W2.avgpool(W1.Y )
))

(2)Y ′
= Y .CA

Fig. 3  Architecture of MonuNet
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useful in deep learning models that handle high-dimen-
sional datasets.

Experimental results and discussion
This section discusses about the experimental setup, 
evaluation metrics and performance evaluation of Monu-
Net in categorizing the query image into 13 classes.

Experimental setup
We utilized Nvidia 1080 GTX GPU for evaluation of 
MonuNet model. The evaluation process involved our 
carefully curated dataset, augmented to populate the 
images. The augmentation process through five trans-
formations such as height shift, width shift, rotation, 
horizontal and vertical flips. A common baseline is main-
tained for image resolution as 224 × 224. Weight update 
during training phase is attained by Adam optimizer with 
the initial learning rate is set as 0.001. If the validation 
loss holds even after 5 epochs, it is adjusted to 10%. Cat-
egorical loss entropy and batch size of 2 is used. Training 
occurs till 250 epochs, if overfitting is not inferred. Early 
stopping strategy is used to alleviate the overfitting issue.

Performance assessment metrics

•	 Accuracy provides the correctly identified categories 
by MonuNet by referring the ground truth in dataset 
labels.

•	 Confusion matrix helps to provide insights into the 
MonuNet model’s performance in tabular format. 
The rows refer the classes in ground truth and col-
umn refers to the identified categories by MonuNet.

•	 Precision denotes the ability of MonuNet in identify-
ing the positive classes and can be represented math-
ematically as,

•	 Recall depicts the Monunet’s true positive rate and it 
is written as,

•	 F1score denotes the overall performance of Monunet 
and it is written as,

(3)Precision =
actualpositive ∩ predictedpositive

actualpositive ∩ predictedpositive + actualnegative ∩ predictedpositive

(4)Recall =
actualpositive ∩ predictedpositive

actualpositive ∩ predictedpositive + actualpositive ∩ predictednegative

(5)F1Score =
2× Precision× Recall

Precision+ Recall

Performance evaluation of MonuNet on curated dataset
Figure  4 portrays the confusion matrix for the classi-
fication performance of MonuNet on curated dataset. 
Each row in the matrix denotes the samples in an actual 
class while each column indicates the samples in a pre-
dicted class. The diagonal elements denote the number 
of instances for which the predicted class is equal to 
the actual class, thus indicating correct classifications 
by the MonuNet model. Our MonuNet model shows 
good performance for various classes like James Princep 
Memorial, Dakshineswar Kali Temple, Shaheed Minar 
and Metcalfe Hall with the best score of 1. Few monu-
ments have been interpreted as others due to complex-
ity in architectural style. It can be clearly noted from the 
non-zero entries in the off-diagonal elements. For Fort 
William, 38% of its instances were misclassified as Raj 
Bhavan, and similarly, 14% of Raj Bhavan instances were 
misclassified as Fort William. Also, our model finds dif-
ficulty in categorizing St. Paul’s Cathedral and Victo-
ria Memorial. Despite few misclassifications, MonuNet 
seems to do a good classification process with most of the 
classes having an accuracy greater than 80%.

Table  2 enlists the performance evaluation metrics 
for MonuNet with James Prinsep Memorial achieving 
perfect precision, recall, and F1-score of 1. A high pre-
cision with slightly low recall can be inferred for Belur 
Math and Howrah bridge. Also, a potential space for 
model improvement can be noted for the Fort William 
and Shaheed Minar classes. Figure 5 shows the receiver 
operating characteristic for MonunNet and it depicts the 
strong classifying capability with AUC as 1 for Dakshine-
swar Kali Temple and James Prinsep Memorial. Even-
though the macro average AUC is 0.93, AUC for Fort 
William is quite poor as 0.80.

Webapp development
Following the selection of MonuNet as the best-perform-
ing model, we seamlessly integrated it into a user-friendly 
web application, featuring various functionalities:
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•	 Client–Server architecture: the web application fol-
lows a client–server architecture, employing React 
for the client-side UI, Firebase for backend services 
(authentication and data storage), Node.js for server-

side logic, and Fast API to create API endpoints. Tail-
wind CSS is utilized for styling React components 
with a utility-first approach.

•	 Webapp sections: the webapp comprises three sec-
tions: upload, explore, and predict. In the Upload 
section, users can input images of Kolkata monu-
ments, triggering the trained model to predict the 
monument’s identity as seen in Fig. 6. The result, the 
name of the monument, is then displayed. An addi-
tional action button allows users to access detailed 
information about the predicted monument.

From Fig. 6, We can see how the model perfectly iden-
tified the image of Belur Math which was uploaded by the 
user. We also see extra information on Belur math like 
when it was built, by whom it was built by and a short 
history of the monument. Uploaded images are stored in 
a database, accessible through the Explore section as seen 
in Fig.  7. Users can peruse additional monuments and 
gather more information, providing a valuable reference 
for tourists based on the searches of others.

Fig. 4  Confusion matrix-MonuNet

Table 2  Performance metrics for MonuNet

Monuments Precision Recall F1-score

Belur Math 1 0.95 0.97

Black Hole Monument 0.94 0.94 0.94

Dakshineswar Kali Temple 0.95 1 0.98

Fort William 0.62 0.62 0.62

Howrah Bridge 1 0.9 0.95

James Princep Memorial 1 1 1

Marble Palace 0.89 0.89 0.89

Metcalfe Hall 0.69 0.9 0.78

Raj Bhavan 1 0.71 0.83

Shaheed Minar 0.6 1 0.75

StPauls Cathedral 0.83 0.75 0.79

Victoria Memorial 1 0.8 0.89

Writers Building 0.89 0.8 0.84



Page 10 of 14Sasithradevi et al. Heritage Science          (2024) 12:242 

This web application not only showcases the practical 
utility of our work but also contributes to the preserva-
tion and promotion of Kolkata’s rich cultural heritage. 
The seamless integration of technology and cultural pres-
ervation underscores the potential impact of our project 
on both technological and historical fronts. The tech-
nology implemented in MonuNet can also complement 
the data capabilities of Historical Geographic Informa-
tion Systems (HGIS) by enhancing the accessibility and 
specificity of information related to cultural heritage 

sites. While HGIS provides a broad spatial and tempo-
ral mapping of historical data, MonuNet specializes in 
the detailed classification and recognition of heritage 
site imagery. This synergy can allow users to not only see 
where heritage sites are located and understand their his-
torical context through HGIS maps but also to visually 
identify and classify these sites through images analyzed 
by MonuNet.

One major advantage of integrating MonuNet with 
HGIS is the enriched user experience in educational and 

Fig. 5  ROC for MonuNet

Fig. 6  Implementation of the trained model on a webapp
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research settings. Users can cross-reference visual data 
with geographical information, making it easier to con-
nect visual architectural features with their historical 
and spatial contexts. Furthermore, this integration will 
enhance digital archives by linking precise image classi-
fication with detailed historical maps, thereby improving 
data retrieval and the accuracy of information provided 
to users interested in heritage studies.

Comparison with existing DenseNet versions
We followed common baselines for the comparison 
purpose. Both models were trained and tested using an 
80–20 split of the dataset, with identical training proce-
dures to ensure a fair comparison. The experiments were 
conducted on a machine with an NVIDIA GTX 1080 Ti 
GPU, 32 GB RAM, and an Intel i7 processor. MonuNet 
outperformed DenseNet in terms of accuracy, computa-
tional complexity, and inference time while using fewer 
parameters (ref. Table  3). This demonstrates MonuNet’s 
efficiency and effectiveness in classifying heritage site 
images with a lower computational burden.

Looking into the performance of various DenseNet 
models (see Table 4), it is clear that MonuNet outshines 
other DenseNet counterparts with the superior accuracy 
of 89%. The highest precision of 87.77% depicts its effec-
tiveness in reducing the false positives. Also, MonuNet 
provides a recall of 86.62% and it shows the vital nature 
to enhance the true positives. But, DenseNet201 shows 
a little lag in the performance with scores-accuracy-79% 
and F1score-73.23%. It reveals that the balance between 
precision and recall is not well maintained as such Monu-
Net. DenseNet169 and DenseNet121 shares similar accu-
racy score of 85%. The slight variations in the depth of 
network, especially from DenseNet169 to DenseNet201 
do not provide any advantage in rising the accuracy. 
Therefore, in practical applications where computational 
resources are a limiting factor, the marginal performance 
trade-off seen in DenseNet121 may justify its deployment 
over the more computationally demanding MonuNet.

When comparing the performance (See Fig. 8) of these 
models, DenseNet169 and DenseNet121 stand out as 

Fig. 7  Uploaded images under the explore section of WebApp

Table 3  MonuNet Vs DenseNet

Metric MonuNet DenseNet

Accuracy (%) 89 87.7

FLOPs 2.3 GFLOPs 3.8 GFLOPs

Parameters 1.2 million 3.5 million

Inference Time (ms) 45 60

Table 4  Performance comparison with related DenseNet 
models

Methods Accuracy (%) Precision (%) Recall (%)

MonuNet 89 87.77 86.61

DenseNet201 [27] 79 73.46 74.61

DenseNet169 [28] 85 83.23 82.62

DenseNet121 [29] 85 83.15 81.62
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(a) Confusion matrix - DenseNet201

(b) RoC-DenseNet201

(c) Confusion matrix-DenseNet169

(d) RoC-DenseNet169

(e) Confusion matrix-DenseNet121

(f) RoC-DenseNet121

Fig. 8  Plots for RoC and confusion matrix
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more accurate and reliable classifiers than DenseNet201, 
based on the AUC values and confusion matrices. The 
precision in classification and the ability to discern 
between classes, as observed in the confusion matrices, 
along with the ROC curves, point towards DenseNet169 
and DenseNet121 as favorable choices for Kolkata her-
itage image classification tasks where accurate class 
differentiation is crucial. DenseNet201, while still a com-
petent model, may require further tuning or class-spe-
cific threshold adjustments to improve its performance in 
line with its counterparts. Comparing MonuNet against 
DenseNet201, DenseNet169, and DenseNet121 reveals 
distinct performance trends. MonuNet’s ROC curve 
boasts a macro-average AUC of 0.93, reflecting its robust 
discriminative power, which surpasses DenseNet201’s 
0.86 and is on par with DenseNet169 and DenseNet121’s 
0.91 and 0.90 respectively. The confusion matrix for 
MonuNet indicates high precision in class-specific pre-
dictions, with several classes achieving near-perfect 
recognition. Notably, MonuNet demonstrates fewer 
misclassifications for challenging classes compared to 
DenseNet201, suggesting more reliable class separability. 
Overall, MonuNet’s superior ROC AUC and precise clas-
sification, as evidenced in its confusion matrix, under-
score its effectiveness for tasks requiring high-fidelity 
image classification.

Conclusion and future work
We introduced MonuNet, a specialized deep learning 
network tailored for Kolkata’s heritage image classifica-
tion, trained on a curated dataset of 13 key monuments. 
Through rigorous evaluations, MonuNet achieved over 
80% accuracy across most classes, outperforming exist-
ing DenseNet models. Our Pipeline promises to digitally 
preserve and recognize Kolkata’s cultural heritage effec-
tively. Looking forward, we aim to diversify and expand 
the dataset, refine the model with advanced attention 
mechanisms, and incorporate user feedback for iterative 
improvements. Deploying our framework as an interac-
tive web application can bolster tourism, education, and 
cultural preservation efforts. Collaborative partnerships 
with local organizations and academic institutions will 
ensure the dataset’s continuous enrichment and rele-
vance. Future endeavors also include optimizing the web 
application’s user interface and integrating augmented 
reality features for an immersive heritage exploration 
experience. In conclusion, MonuNet mark a significant 
advancement in leveraging deep learning for Kolkata’s 
cultural heritage preservation, with potential applica-
tions benefiting researchers, heritage enthusiasts, and the 
broader community.
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