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Abstract 

Motivated by the increased use of 3D acquisition of objects by cultural heritage institutions, we were investigating 
ontologies and metadata schemes for the acquisition process to provide details about the 3D capturing, which can 
be combined with preexisting ontologies describing an object. Therefore we divided the 3D capturing workflow into 
common steps starting with the object being placed in front of a 3D scanner to preparation and publication of the 
3D datasets and/or derived images. While the proposed ontology is well defined on a coarse level of detail for very 
different techniques, e.g. Stucture from Motion and LiDAR we elaborated the metadata scheme in very fine detail for 
3D scanners available at our institutions. This includes practical experiments with measurement data from past and 
current projects including datasets published at Zenodo as guiding examples and the source code for their computa-
tion. Additionally, the free and Open Source GigaMesh Software Framework’s analysis and processing methods have 
been extended to provide metadata about the 3D processing steps like mesh cleaning as well as 2D image genera-
tion. Finally, we discuss the current limitations and give an outlook about future extensions.
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Introduction
3D capturing of archaeological artifacts is steadily 
becoming a valued tool for artifact documentation. The 
reasons are the availability of reasonable precise entry-
level i.e.  low-cost capturing techniques typically using 
the principles of Structure from Motion  (SfM) or Struc-
tured Light Scanning (SLS). Depending on the given task, 
we also see an increased use of industrial-grade high-
resolution SLS, Light Detection and Ranging  (LiDAR) 
and Computed Tomography  (CT). For many years, the 
acquired 3D  models were merely used to follow the 
rules of traditional documentation. So e.g.  orthoim-
ages or cross-sections were created, which enable cer-
tain compatibility with older publications. With the 
dawn of data science, machine learning, or the often 

heavily emphasized artificial intelligence, we see larger 
3D datasets having hundreds or thousands of 3D models 
published by modern projects1 or open-minded insti-
tutions. These 3D  datasets are typically created with 
a particular research question in mind or using a given 
hardware infrastructure. These common project-based 
approaches rarely provide metadata as this is commonly 
no requirement within these projects. However, there is 
an upcoming demand for mixing and merging collections 
of 3D datasets for reuse to answer research questions in 
larger contexts like machine learning of period classifi-
cation of clay tablets  [1] or enabling search capabilities 
of databases, i.e. shape based retrieval of 3D models [2]. 
Therefore, the interoperability of collections of 3D data-
sets becomes an emerging topic. While the focus is often 
on metadata about the objects themselves, little to no 
work has been done to define an ontology that enables 
interoperability at a technical level. For example,  LiDAR 
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devices have different metadata than the acquisition 
device for an SfM method, but the resulting data prod-
uct, such as a point cloud or Digital Elevation Model 
(DEM), may be the same, so the detailed description of 
the origin of the 3D dataset is important. Therefore this 
publication proposes a metadata schema, a documenta-
tion process for metadata, and an accompanying ontol-
ogy with a particular strong focus on 3D capturing and 
processing, which enables the adoption of our approach 
even beyond the heritage domain. Compatibility of our 
proposed ontology with CIDOC CRM2 is possible.

While for 2D capturing and processing there are well-
managed standards for describing metadata, such as the 
Exchangeable Image File Format (EXIF) [3] or the Exten-
sible Metadata Platform (XMP)3, which are also available 
as linked data for the vast majority of imaging systems 
with optics, the situation for 3D capturing and pro-
cessing is much more complex. The reason for this is a 
wider range of measuring techniques used by the captur-
ing devices. The resulting outputs are also very diverse, 
e.g. regular grids such as voxels from tomographs, point 
clouds by terrestrial laserscanning (TLS), and irregu-
lar triangular grids as a result of optical systems such 
as SLS and SfM. There are some de-facto standards for 
file formats, which can hold very different resolution or 
topology datasets. Further confusion can be observed as 
synthetic datasets from Computer Graphics, and Com-
puter Aided Design (CAD) used in architecture and man-
ufacturing, in general, may use the same formats like 3D 
imaging. However, we will focus here on measurement 
data that documenting a real object and we will describe 
the workflow for creating metadata in reproducible steps. 
Using developed Python scripts, we will show how meta-
data can be retrieved in a structured way in exemplary 
acquisition and processing software.

The quality of 3D captured objects depends on capture 
methods, environmental conditions, object properties as 
well as individually chosen parameters during 3D capture 
and subsequent post-processing. Some properties can be 
taken directly from the final 3D model (e.g. the number 
of 3D points or the resolution of the 3D model), other 
parameters depend on the provision of metadata about 
the 3D model creation process. This includes metadata 
about the capturing device (e.g. technical properties, 
calibrations), geometric registration (e.g. global refer-
ence points, scales) as well as information about control 
elements (e.g. checkpoints, scales) [4, 5]. Information 
about the creation and post-processing of 3D models is 

also included in the metadata, e.g. settings of filters. This 
information contributes to the trustworthiness of the 
data and thus also of the resulting 3D model. Examples of 
applications for metadata include the resolution of a 3D 
scan for pattern recognition tasks, post-processing such 
as closing holes to get the volume or for 3D printing. The 
parameters and settings for a 3D measurement and pro-
cessing are always designed for a specific use case.

Therefore our metadata scheme contains three general 
categories of metadata: (i) basic information about the 
underlying project and the captured objects to be Incor-
porated from other metadata schemes like CIDOC CRM 
or Dublin Core. (ii) metadata captured during the meas-
urement, which depends on the capturing device and its 
accompanying software. (iii) properties of the final 3D 
model, which can be computed for any given 3D dataset.

Besides the obvious example of quality concerns and 
acceptance criteria, many tasks are performed from cap-
turing to publication, impacting the well-founded reus-
ability of digital 3D models in future emerging research 
questions. With uniform metadata, one has the possibil-
ity to categorize or compare based on attributes. In anal-
yses of 3D models, for example, the 3D point resolution 
of the scanners used or the prior application of filters can 
play a significant role in selecting the analysis parameters 
or in the interpretation of the results. Linked data as 
technology allows for the sharing of different such meta-
data definitions and to query a linked open data cloud of 
metadata for comparisons using, e.g., SPARQL [6]. A first 
and recent example for linked data assisting in 3D shape 
retrieval and therefore data re-use is [7]–a system includ-
ing different semantic views on digitized archaeological 
objects such as vases, comprising a spatial, temporal, and 
shape similarity. With one or more of the above-men-
tioned metadata-enriched 3D captured objects, we will 
also enable or improve the anticipated merging or inter-
linking processes of often decentralized 3D collections. 
Hence, by exposing metadata in a unified, standardized, 
interoperable, transparent and comprehensible way our 
work contributes a best practice of documenting scan-
ning acquisition metadata as a prerequisite for a better 
quality assurance of 3D scans. In addition, as we show 
in our application cases, machines and people alike are 
enabled to assess and in the long run improve the confi-
dence and reliability of 3D data using our unified meta-
data model.

Related work
While there are vast numbers of publications about cap-
turing and analysis of 3D data and linked data concerning 
3D datasets as the final product, there is little to no work 
about describing the process from data capture to final 
storage with all the intermediate steps with an ontology. 

2  http://​www.​cidoc-​crm.​org.
3  https://​www.​adobe.​io/​open/​stand​ards/​xmp.​html#​!adobe/​xmp-​docs/​mas-
ter/​Names​paces.​md.

http://www.cidoc-crm.org
https://www.adobe.io/open/standards/xmp.html#%21adobe/xmp-docs/master/Namespaces.md
https://www.adobe.io/open/standards/xmp.html#%21adobe/xmp-docs/master/Namespaces.md
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This is not to be confused with ontologies for 3D models 
- both captured and born-digital, as shown in the follow-
ing subsections. Neither is it to be confused with norms 
and best practice guidelines for 3D capturing, which also 
exist in great quantities shown in this section. However, 
those guiding information is reflected on an abstract level 
in our suggested ontology and later on shown for spe-
cific examples acting as templates for other devices. This 
shall raise awareness to model preexisting procedures as 
linked data to integrate all those important details like 3D 
acquisition parameters to a digitized object’s metadata. 
Most prominently, one can see the lack of metadata look-
ing at file headers, e.g., from Stanford Polygon (PLY) [8], 
where typically only the last software package can be 
identified and all the other tools and especially applied 
processing settings are lost for the final 3D model.

We distinguish related work in the modeling of 3D data 
using ontological models, metadata vocabularies that 
describe the creation of objects, and finally, the repre-
sentation of scanning environments, tools, and measure-
ments in ontological models.

The CIDOC conceptual reference model
The CIDOC Documentation Standards Working Group’s 
conceptual reference model [9] is a theoretical and practi-
cal tool for information integration in the field of cultural 
heritage.4 CIDOC extends the PROV-O ontology [10] 
and models properties of artifacts such as inscriptions, 
its temporal context, its spatial coordinates, its artifact 
classification, the artifact’s condition, its curators, and 
current location (e.g. in a museum). The CIDOC refer-
ence model describes an artifact’s provenance that enters 
a scanning process that is specialized for cultural heritage 
applications. Depending on the object’s context, which is 
to be scanned, other ontology models to document this 
object may be of interest. In this sense, ontologies like 
CIDOC provide a basis of information which is available 
before a 3D scan is conducted. In addition, CIDOC pro-
vides an extension called CRMdig [11], which follows a 
similar approach to ours. CRMdig provides the classes to 
model a measurement device, a measurement, a person 
conducting the measurement, the digitization process 
and annotations added to the digital scan. Our approach 
uses similar classes to the CRMdig model, as clearly, 
this information is also relevant to be represented in 
our metadata model. However, we distinguish ourselves 
as follows: While the CRMdig model provides a class 
structure which may be used to model who used which 
equipment to scan what at which time and to describe 
which artifacts are being created, we want to find out 

and capture which metadata is created in the different 
stages of data creation for the purposes of data quality 
assurance of 3D scans. Reference [12], while attempting 
a quality analysis on 3D cultural heritage replicas came 
to the conclusion that technicians conducting a 3D scan 
are often reluctant to manually collect metadata concern-
ing the scanning process and that scanning equipment 
producers did at the time not provide sufficient oppor-
tunities to document the necessary metadata such as it 
is the case for 2D images using e.g. EXIF. However, this 
situation has changed in recent years, as scanning soft-
ware developing companies allow to fetch metadata using 
an API. Furthermore 3D acquisition is increasingly used 
in mass acquisition of objects following pre-defined and 
quite well-defined guidelines, which were helpful for rel-
evant definitions in our proposed ontology.

This allowed us to formalize the scanning metadata in 
our contribution similar to EXIF. It is important to for-
malize and capture these common metadata parameters 
per scanning device and its accompanying software so 
that comparisons between digital artifacts can be con-
ducted on a unified basis. Although there are numerous 
manufacturers the scanning method itself follow well-
known principles and parameters. We chose a bottom up 
approach to cover generic parameters by creating ontolo-
gies for devices using different methods. This allows to 
extend the ontology for different devices by adding only 
the device specific metadata fields.

Comparing sets of metadata from different devices, 
once formalized in a singular model can be conducted 
using reasoning approaches, similar to the ones sug-
gested by  [13] for metadata of a captured object and a 
part of its scanning process. Therefore, in this publication 
we provide the means of achieving this while at the same 
time not sacrificing compatibility to the CIDOC CRM 
and CRMdig model.

Representing 3D data using ontologies
Vasilakis et  al.  [14] defined the first ontology, including 
multidimensional shapes of 3D scans considering differ-
ent types of scanning processes. They tested this ontol-
ogy model and its adaptability to different knowledge 
domains using the two use cases of human shape captur-
ing and during a product development process involving 
3D modeling. Mi and Pollock [15] describe a case study 
at the University of South Florida to create a metadata 
schema for 3D cultural heritage objects. This endeavor 
aimed to gain global exposure to the 3D cultural herit-
age objects and connect them to other repositories of 
the same kind. We share this same goal of global expo-
sure and interconnectivity, but our focus lies in providing 
information about the scanning and post-processing of 
the 3D scanning data, which can also be usefull outside 4  http://​www.​cidoc-​crm.​org.

http://www.cidoc-crm.org
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the cultural heritage domain. The CARARE  2.0 meta-
data schema [16] is another approach of providing infor-
mation about digital representations of archaeological 
objects. However, as all previously stated approaches, it 
lacks essential information about the 3D acquisition pro-
cess, which we tackle in this work.

Ontologies for 3D scanning tools
The Colour & Space in Cultural Heritage (COSCH) ontol-
ogy  [17] was built to give suggestions to archaeologists 
which scanning equipment could be used to produce an 
appropriate 3D representation for a given artifact. To 
achieve such an assessment, the ontology model included 
properties of artifacts that may hint towards the usage of 
one scanning technology over another. The intent of our 
work is to precisely capture metadata for validation, qual-
ity control and related matters, which can help in improv-
ing the recommendation system of COSCH-KR, which 
partially overlaps with our ontology as it has some rudi-
mentary data fields to capture some information e.g.  of 
a 3D scanners calibration. Within our approach we can 
incorporate information from COSCH-KR like artifact 
properties, which were of no concern of our ontology as 
we assume a proper choice of the used device. COSCH-
KR also allows limited modeling of environmental con-
ditions when a 3D scan is conducted. The motivation 
of COSCH-KR in doing so it to give a recommendation 
for the usage fo certain measurement processes. For our 
work, this modelling of environmental conditions can 
be an input to our metadata model and a parameter in a 
data quality assessment approach.

Projects related to 3D objects in cultural heritage
Acquisition and analysis in Cultural Heritage  (CH) is 
an ongoing research field of its own [18]. From this vast 
number of projects, the relatively closely related projects 
are found as European collaborations. The goal of ARI-
ADNEplus as described on their homepage is “developing 
a Linked Data approach to data discovery, making avail-
able to users innovative services, such as visualization, 
annotation, text mining and geo-temporal data manage-
ment.” Predictive digitization, restoration and degrada-
tion assessment of cultural heritage objects  (PRESIOUS) 
developed predictive geometric augmentation technolo-
gies for auto-completion for 3D digitization, estima-
tion and prediction of monument degradation and 3D 
CH object repair. PRESIOUS sparked national projects 
funded in Austria integrating linked data into respective 
machine learning approaches [7]. The project Geometric 
Reconstruction And noVel semantIc reunificaTion of cul-
turAl heriTage objEcts  (GRAVITATE)5 was an approach 

to virtually unify collections using 3D models. They pro-
posed an algorithm for making annotations of triangular 
algorithms robust against topology changes – typically 
reduction of resolution [19]. A more specific project 
focused on pottery fragments with overlaps to the pre-
vious projects was ARCHaelogical Automatic Interpre-
tation and Documentation of cEramics (ARCHAIDE), 
which aimed to create a new system for the automatic 
recognition of archaeological pottery from excavations 
around the world [20].

Arachne6 is a database by the German Archaeologi-
cal Institute  (DAI) and the Cologne Digital Archaeology 
Laboratory (CoDArchLab)  which provides metadata 
on thousands of archaeological objects. This metadata 
is currently not available in a controlled vocabulary. 
Instead, only a gazetteer of archaeological terms7 is avail-
able. However, as being part of the internationally active 
DAI it is home to a wide variety of information of objects, 
including 3D datasets like fragments8 from the excava-
tion in Honduras [21] having implemented a 3D acquisi-
tion workflow as outlined in the next Section. The DAI 
also hosts a national research data center providing rec-
ommendations for storage of 3D datasets.9

Metadata standards
The Dublin Core Metadata Initiative (DCMI) [22] defines 
a metadata vocabulary to describe arbitrary datasets. 
Dublin Core metadata distinguishes between technical 
metadata concerning the data format, type and language 
used in the dataset. It furthermore describes the content, 
creators, legal rights, its lifecycle and relates the respec-
tive dataset to other resources. Common usages of Dub-
lin Core can be found in HTML metadata but also in the 
Semantic Web to describe metadata of RDF-encoded 
data [23]. Links to metadata described using the Dublin 
Core Vocabulary will be used in our ontology model.

Research software metadata
Software and, in particular, research software should be 
represented in the metadata scheme to the extent that 
the software can be identified, classified and judged 
according to their authors’ provenance information. First 
steps in this direction have been taken by Garijo et. al.10 
who propose a vocabulary to represent research soft-
ware metadata. Considering that a toolchain needs to be 

5  European Commission Horizon 2020 project, Grant agreement ID: 665155 
https://​cordis.​europa.​eu/​proje​ct/​id/​665155.

6  https://​arach​ne.​uni-​koeln.​de.
7  https://​gazet​teer.​dainst.​org/.
8  e.g. https://​arach​ne.​dainst.​org/​entity/​68860​54.
9  IANUS IT-Empfehlungen 3D – https://​www.​ianus-​fdz.​de/​3d.
10  https://​sorse.​github.​io/​progr​amme/​talks/​event-​010/.

https://cordis.europa.eu/project/id/665155
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represented when assessing a 3D scan’s provenance, this 
vocabulary will be linked to in our final ontology model.

Definition of measurements
Metadata, as defined in the previous section and cap-
tured by, e.g. Dublin Core, [22] provides a kind of meta-
data that cannot be derived from the processed 3D 
model. However, a lot of different information may be 
derived by analyzing the 3D scan itself either during the 
process of the 3D scan or in a post-processing step. To 
capture those measurements, vocabularies and ontolo-
gies like the Ontology of Units of Measurement [24] have 
been developed. Measurements provide the basis for a 
classification and data quality assessment of 3D objects 
which is one of the results one might obtain from a prop-
erly documented scanning process.

Data quality
Data quality is defined in many ways in the literature. We 
refer to the ISO8000 definition, [25] which defines data 
quality as

Quality is the degree to which a set of inherent char-
acteristics fulfills requirements.

Data quality can be measured by data quality metrics 
which are grouped and described by data quality dimen-
sions [26]. To define the quality of a given data set for a 
given application case, an often prioritized set of data 
quality metrics needs to be evaluated, a common data 
quality score needs to be defined, and finally interpreted 
to be able to result in an informative data quality state-
ment. Reference [27] suggests that these data quality 
definitions and the requirements associated with a data 
quality statement may be modeled in an ontology model. 
Clearly, a goal of capturing metadata is to infer informa-
tion about the quality of the respective 3D scan, there-
fore our ontology model should allow for the definition of 
data quality statements.

Acceptance tests
Validation of 3D models is, in general, a hard task as it is 
strongly coupled with the definition of quality. This topic 
was addressed in  [28] to propose merely considerations 
on verifying 3D scans trying to define acceptance tests 
for valid 3D scans. However, we can derive that verifica-
tion steps and acceptance tests rely heavily on provided 
metadata as we consider to provide as an ontology within 
this publication.

For specific application cases it is possible to state the 
required data quality and create acceptance tests for 
the state of 3D models. In this sense, acceptance can be 

formalized as data quality definitions as defined in the 
previous section [27].

To enable acceptance tests and foster reproducibility of 
results a detailed and structured recording of metadata 
is crucial. Reference [29] discusses the reproducibility of 
recording and processing scenarios using a confocal laser 
scanning microscope with two different objectives with 
the same magnification for documenting surface traces 
on archeological tools. The influence of the setup of an 
acquisition device in relation to the results is reviewed 
to demonstrate the method’s acceptability. The calcu-
lated surface parameters for the analysis of the results are 
taken from ISO 25178-2 [30] and statistically evaluated. 
Without an appropriate metadata acquisition analysis 
such as the one conducted in [29] are not possible.

Semantic Web technologies provide means of defining 
Shape Constraint Language (SHACL) constraints on RDF 
graphs - rules that may be evaluated automatically to ver-
ify if acceptance criteria have been met. Results of such 
verifications might be added to the Semantic Web graph 
as new statements to signify acceptance for certain appli-
cation tasks [31]. In fact, many of the use cases proposed 
by the W3C Working Group on SHACL are concerned 
with the verification of data quality11. Once sufficiently 
many acceptance criteria have been defined by research 
communities, the formalization in SHACL can lead to 
an automatic acceptance classification for several use 
cases, e.g., adding a statement to express the eligibility for 
3D printing once data has been entered into a semantic 
database.

Processing stages and metadata collection
To be able to introduce our ontology model for the pro-
cessing of capturing 3D models, we first have to define 
the processing steps beginning from the artifact which 
is to be scanned to different metadata sets which are to 
result from our documentation process. In general, there 
are different approaches to create a digital 3D model 
from an archaeological artifact. In this chapter, we focus 
on non-contact surface documentation with optical 
measuring devices. A survey of the state of the art of the 
relevant 3D scanning methods can be found in [5, 32]. To 
create metadata which is compatible with these state of 
the art methods we define processing phases in the meta-
data collection process. These processing phases exist 
in any of the aforementioned scanning methods, even 
though their content might vary according to the method 
of scanning being used. Figure  1 shows the proposed 
workflow, which we separate into: 

11  https://​www.​w3.​org/​TR/​shacl-​ucr/.

https://www.w3.org/TR/shacl-ucr/
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Fig. 1  Scanning workflow representing the respective stages, the involved persons and the metadata which is created at each of the seven stages 
during the four phases
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	 I	 Cultural heritage object from depot/storage
	 II	 3D Data capture
	III	 3D Processing (Scan software)
	IV	 3D Processing (Third-Party Software)
	 V	 Final data export
	VI	 Traditional publication
	VII	 Data publication

Each of the processing phases produces a set of meta-
data that may be exported as a separate metadata file 
or handed to the next processing phase to be further 
enriched. It is not mandatory to start the proposed work-
flow at the first processing phase. The workflow can be 
entered at any step and exited at any following step to also 
achieve intermediate results. In simple terms, in every 
stage, data is imported, processed and may be exported. 
Processing should be described and stored in structured 
metadata vocabularies at each stage of the workflow. For 
optimal documentation, we recommend the execution of 
all steps in the workflow description if possible.

Cultural heritage object
In the first stage of the processing phase, the artifact to 
be scanned is to be documented. This in itself may be a 
process, including several stages. For example, an artifact 
might be obtained from an excavation, indexed, moved 
to a museum, curated, and finally, at some later point in 
time, prepared for the initial scan in a controlled environ-
ment. Metadata concerning the artifact might include 
information about its physical creation, such as its crea-
tion time, the creator, and the creation process, as well 
as its material, historical context, and possibly inscrip-
tions or important features attached to the artifact. In 
our approach, it is important to incorporate such infor-
mation - if available - however, our ontology model does 
not describe how this information should be described. 
We rely on previous publications such as CIDOC-CRM 
to describe artifact information to link them into our 
ontology model. However, information about size, mate-
rial, and texture can be very relevant for selecting the 
appropriate scanning method or to retrospectively judge 
if the object has been scanned with an appropriate scan-
ning method. The selection of an inappropriate scanning 
method is very likely to result in a bad quality of the 3D 
scan.

3D data capture
The next stage is the 3D data capturing of a cultural her-
itage object. This process is dependent on the technique 
of measurement being used, the measuring setup, the 
person operating and supervising the capturing process, 
and the capabilities of the scanning software, which digi-
tizes the output of the scanner. Information about this 

process should be stored as metadata to document the 
origin of 3D models. However, some of the information is 
influenced by external factors, which cannot be captured 
automatically in the metadata model. For example, the 
selection of the equipment for capturing 3D data depends 
on several factors, including the digitization purpose 
(how precisely do we need to scan?), which resources are 
available (scanning tools), and what the environmental 
conditions are like (e.g. laboratory conditions, outside 
scanning site). If this information is available, it needs to 
be manually added to the metadata given. If this infor-
mation is not available, a user investigating the dataset 
needs to judge if the quality of the 3D scan is sufficient 
for his/her usecase to be tackled. Setting up a measure-
ment concept is essential to achieve the goals. Examples 
of applications can be found here [33, 34]. Another factor 
is the person taking the measurements. Here individual 
decisions can be made on the settings that influence the 
measurement.

This processing stage’s metadata is the information of 
the acquisition situation and cannot be changed in the 
3D processing of the scan data. Examples of metadata 
captured here include: The sensor type, the acquisition 
time, the person who scanned, the focal length and the 
exposure time.

It might also be natural to capture information about 
the environment in which the 3D scan has been con-
ducted. Has the scan been conducted in a laboratory 
under controlled conditions, in the context of an archae-
ological excavation or under other conditions? Automati-
cally extracted metadata may only provide information 
captured by the scanning software, for example the light 
intensity used for scanning. This can only give indirect 
information about the scanning environment. However, 
the COSCH-KR ontology model can be used to model 
the scanning environment, so that the information can be 
injested into our ontology model covering the scanning 
process until publication.

3D Processing (Scan software)
The 3D processing as the second step in the 3D Scan 
Stage (Fig. 1) includes the processing of the raw capture 
data up to the creation of the 3D model. This includes 
cleaning the 3D point cloud from the single measure-
ments, the alignment of the individual scans to each 
other, and the polygonization. No filtering or manipula-
tion of the 3D mesh is applied in this stage. This process 
is also possible at a later time, e.g., in the office. The 3D 
model can only contain the areas that were captured by 
the 3D scan. Areas on the object that are not available for 
capture are not included in the 3D model, e.g., the floor 
may be covered by the object itself or the back by a wall. 
3D processing is usually only possible in the scanning 
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software that comes with the scanner. However, for some 
acquisition methods, a variety of software can be used to 
calculate 3D models from the acquisition data. The meta-
data in this stage contains all the settings for the calcula-
tion of a 3D model. The metadata file and the 3D model 
are the results of this processing stage.

3D Processing (Third Party Software)
After scanning the artifact and the first processing using 
the respective scanning software, the resulting 3D model 
often undergoes various further processing steps. For 
example, 3D models may contain holes that are only 
closed afterwards. The 3D model can be realigned or 
reshaped. These possible further processing steps are car-
ried out depending on the intended application. During 
all processing steps, further metadata is created, which is 
ideally also saved. The processing can be done with dif-
ferent software, for example, GigaMesh or Geomagic 
Wrap12. The special feature of a currently in development 
version of GigaMesh13 is that the resulting metadata pro-
posed in the publication can already be saved during pro-
cessing. The result of this step is another 3D model and a 
metadata file containing the metadata of all the process-
ing steps.

Final data export
The final data export includes a version of the 3D object, 
which has been optimized for a specific purpose. This 
means that the processing chain, which leads to creat-
ing this version of the mesh, has ended and the metadata 
associated with this given version of the mesh can be 
considered complete. At this stage, the metadata gener-
ated is ready for publication but may still undergo a stage 
of interpretation, i.e.,  a stage of reasoning to calculate 
data quality metric results and/or scores.

Traditional publication
After the final data export we expect a multitude of 
analysis methods applied to the 3D acquired object lead-
ing to an optional traditional publication. These analysis 
are depending on the object as well as driving research 
questions. So we expect according ontologies to be used. 
However, with tools like GigaMesh we can contribute 
technical metadata like rendering resolution and position 
of 2D screenshots making those images reproducible. 
Therefore our meta-data enriched renderings can be seen 
as an exported representation related to the 3D model 
and should be documented as such in an accompanying 
digital publication.

Data publication
Similar to the optional step of traditional publication is 
the data publication we provide detailed technical meta-
data fields helpful for future reuse of the enriched 3D 
models. Such publications of data [35] and software [36] 
have only recently gained more attention in the scientific 
community. This novel kind of publications should be 
in such a way that is uniquely retrievable and described 
using established vocabularies. This requires data pub-
lications to be documented by a unique identifier such 
as DOI  [37] and to be documented with metadata such 
as we present in this publication. 3D models and their 
derivatives, such as screenshots, should be accompanied 
by the whole chain of metadata that we have described 
previously. Metadata of 2D images derived from 3D scans 
should contain all metadata of the previous stages of the 
3D scan and the parameters used to create the 2D ren-
dering as well as the 2D renderings metadata (e.g. EXIF 
or XMP).

Ontology model
We extend the W3C PROV-O Ontology Model in Fig. 2 
to describe the relevant elements of a 3D scanning work-
flow. The workflow structure will stay the same, but 
depending on the type of scanning, metadata associated 
with the scanning workflow elements may vary. Metadata 
of each previously mentioned stage is stored in metadata 
graphs linked to the respective revisions of the differ-
ent generated digital artifacts. We need to note that this 
workflow does not include an archiving and preservation 
phase. Archiving and preservation of objects and data-
sets are arguably highly relevant and long phases, which 
happen after and/or at the end of the outlined workflow 
for the digital objects we create and before our workflow 
for the physical objects to be documented. However, our 
model is focused almost solely on the data capturing pro-
cess and therefore does not include this kind of metadata. 
Still, our model contributes to the long term matters of 
digital preservation of 3D scanning information by cap-
turing this information in the first place. In the following, 
we describe the main elements of the ontology model to 
give an overview of the scope of the to-be-documented 
data. The complete ontology model until the time of writ-
ing this paper is published on Zenodo14, the in-develop-
ment version of the ontology model can be seen here15.

Entities We subclass the concept of a prov:Entity to 
describe results and intermediate results of the scanning 
process using a hierarchy of semantic concepts. In this 
way, we capture the algorithms, measurements, people, 

14  https://​github.​com/​mainz​ed/​mainz​edObj​ectsO​ntolo​gy.
15  https://​mainz​ed.​pages.​gitlab.​rlp.​net/​homep​ages/​mainz​edmet​adata/​
index.​html or https://​mainz​ed.​github.​io/​mainz​edObj​ectsO​ntolo​gy/.

12  https://​de.​3dsys​tems.​com/​softw​are/​geoma​gic-​wrap.
13  https://​gitlab.​com/​fcgl/​GigaM​esh/-/​tree/​devel​op.

https://github.com/mainzed/mainzedObjectsOntology
https://mainzed.pages.gitlab.rlp.net/homepages/mainzedmetadata/index.html
https://mainzed.pages.gitlab.rlp.net/homepages/mainzedmetadata/index.html
https://mainzed.github.io/mainzedObjectsOntology/
https://de.3dsystems.com/software/geomagic-wrap
https://gitlab.com/fcgl/GigaMesh/-/tree/develop


Page 9 of 19Homburg et al. Herit Sci            (2021) 9:91 	

tools and activities leading to each version of the final 3D 
model and its previous versions. Figure 2 shows an exam-
ple of a scanning process involving two measurements 
in the 3D Scan Stage. The result of this stage is a mesh 
that is further cleaned in the 3D Mesh Processing Stage. 
Each subclassed prov:Entity instance is assigned a meta-
data graph that contains the captured metadata for the 
respective entity.

Agents Agents describe algorithms and persons that 
are involved in the creation and modification of the 3D 
model. We differentiate persons by the roles and respon-
sibilities they take in creating the 3D model. At first, 
the artifact which is to be scanned needs to be docu-
mented by a specialist, e.g., an archaeologist or a cura-
tor in a museum. This documentation may also involve 
the people taking part in the process of artifact acquisi-
tion, such as an excavation at a particular site. Next, the 
artifacts are scanned by a measurement technician in 
a technical setup created by this technician and likely 
adjusted for every object to be scanned. One or many 

possible post-processing steps might follow by the same 
or another technician before an eventual traditional and/
or data publication by responsible people is conducted. 
In general, sufficiently classified agents may give infor-
mation about the competence or suitability of people 
or algorithms for the scanning task, i.e., if the scan was 
conducted by a professional or a student and if the used 
algorithm is capable and/or has been rated as well-suited 
for the scanning task. Finally, agents may be linked to 
information concerning the context in which the scan 
was conducted, i.e., a research project or a research 
institution that may help assess the competence of said 
individuals.

Algorithms Algorithms describe processes used to 
manipulate or create an entity as described in “Ontol-
ogy model” section. We distinguish algorithms for cam-
era calibration, geometric modification algorithms such 
as merging of nodes or cleaning meshes, and measure-
ment algorithms that produce measurements included in 
the metadata export of the created entity. All described 

Fig. 2  Ontology model to capture the scanning workflow. Each step of the scanning workflow results in a set of instances with their own metadata 
graphs. Interpretations of elements in the metadata graph generate data quality statements
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algorithms are modeled as instances of subclasses of 
prov:Agent. Often, algorithms are not described publicly, 
for example, if they are part of a proprietary software 
package. In that case, we may only refer to the respective 
software version and describe parameters used by the 
algorithm to retrieve the respective result in an execution 
description.

Activities Activities derived from prov:Activity are 
actions with an assigned start and end xsd:datetime 
which are initiated by a person or algorithm and produce 
one or many new or modified entities as a result. Activi-
ties in the scanning process are beside the scan, the scan-
ner calibration, the scanning environment setup, and any 
further processing steps by a third-party software.

Tools As tools, we describe scanners, calibration equip-
ment and software used to create, modify and export 3D 
scans and their metadata. Tools are connected to activi-
ties that make use of these tools to achieve the activity’s 
goal.

Metrics Metrics are results of calculations or param-
eters of an algorithm considered adequate to be repre-
sented in the metadata description. Metrics may also be 
calculated from other metric results or be created using 
reasoning approaches inside the triple store. Metrics 
build the foundation of interpreting the metadata of the 
given scan under various user perspectives - to judge the 
fitness for use of the scan for given use cases.

Interpretations Interpretations of metrics describe 
the suitability of 3D models to certain fields of applica-
tion. In essence, they are represented by additional state-
ments about the 3D scan which are added to the ontology 
model. An interpretation consists of one or more prior-
itized metric results with an expected value range and 
one or more mathematical functions for calculating an 
interpretation score by aggregating the given metric 
results. Interpretations may exist explicitly in the given 
metadata due to the scanning software (e.g. if the object 
is waterproof). However, interpretations may also be 
derived from the ontology model by applying reasoning 
rules.

Implementation
We describe a toolchain that implements the creation of 
the metadata we described earlier. To illustrate the meta-
data collection, we focus on the data collections available 
at Institute for Spatial Information and Surveying Tech-
nology, University of Applied Sciences Mainz  (i3mainz)16 
and the Römisch-Germanisches Zentralmuseum - Leibniz 
Research Institute for Archaeology  (RGZM)17. The focus 

in the following section is on the data collected with 
Structured Light  Scanners and software versions from 
GOM (a company of the ZEISS group). The goal is to 
create digital surrogates of real artifacts for object doc-
umentation and to conduct analysis on the object. The 
measurement projects’ files are available in proprietary 
formats and can only be viewed with special software.

Metadata transfer
When defining a metadata schema such as the one in our 
publication, it should be ensured that this metadata can 
be displayed, extended and exported by various software 
implementations. While we cannot provide implementa-
tions for all concerned software, we can show how the 
data transfer between software can work.

At first, metadata could be provided as a separate file 
or in the header of the given 3D model. Both representa-
tions are not the norm at the moment and cannot be pro-
cessed by commonplace 3D scanning software. Metadata 
provided as separate files might be accessed separately 
from the 3D model and be stored separately in open data 
portals. Metadata stored in the header of the 3D model is 
more likely to be used because one cannot forget to pro-
vide an additional metadata file alongside the 3D model 
file. Storing the metadata as a side-car file is an option, 
but changes to the filename or -location will break the 
bond between 3D- and meta-data. Of course, there is 
– in contrast to the older widely used formats – a novel 
XML-based X3D definition [38]. However, the compre-
hensive X3D standard is typically not fully implemented, 
making the embedded use of metadata equally prone to 
being discarded. Ultimately the role of a research data 
manager has to be assigned to a person responsible for 
the integrity of meta- and 3D-data. This also affects the 
metadata collected in the following two Sections.

Secondly, software needs to support the extension of 
3D metadata by converting their processing informa-
tion into the metadata representation we propose. This 
requires scanning software to provide data using an API 
that may be accessed by a customized script or the imple-
mentation of a customized export function to our meta-
data schema. We provide example implementations in 
this publication.

Finally, the question of the metadata format arises. 
Because our metadata schema should also be export-
able as linked data and may form the basis of data in a 
triple store, we choose the TTL format [39] as linked 
data serialization. The format is text-based, can be eas-
ily extended and is convertible to a JSON representation 
such as JSON-LD [40]. Non-linked data-aware software 
implementations may also process JSON-LD.

16  http://​i3mai​nz.​hs-​mainz.​de.
17  https://​web.​rgzm.​de.

http://i3mainz.hs-mainz.de
https://web.rgzm.de
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Artifact information and provenance
While it is not part of this publication to describe a pro-
cess to document the artifact itself, we can refer to best 
practices in the community to build such descriptions. 
[9] In general, we expect artifact information and prov-
enance to be served as a linked data representation, e.g., 
TTL, in order to process it further using our toolchain. 
We are aware that this is currently not the standard in 
all areas and therefore refer to best practices of mapping 
non-semantic datasets to linked data and the respective 
tools to do so. [41–45] Besides, we define the minimum 
result of the first stage of our toolchain, describing an 
artifact by one artifact ID plus corresponding namespace, 
a label, and an optional OWL class [46] describing the 
type of the given artifact. This minimum representation 
needs to be represented as a TTL file but may be given 
as a CSV text file to the next tool in the processing chain. 
A mapping from this CSV to TTL is trivial because all 
relations (rdf:type, rdfs:label and owl:Class) are already 
predefined. This allows artifacts for which no metadata 
except for a unique identifier and classification has been 
collected to be sufficiently represented in linked data.

Metadata export scripts
The 3D Scan Stage of the workflow in Fig. 1 requires the 
collection of metadata from the respective scan software. 
This includes all settings and parameters applied for 
measurements and processing in the respective measure-
ment project. Depending on the scanning software, cus-
tomized scripts need to be developed which access the 
software’s API or a software data export, including the 
necessary metadata. As proof of concept, we developed 
Python scripts for the scanning software GOM Profes-
sional 2016 and ATOS version 6.2. The scripts make use 
of the scan software’s Python API and accesses the data 
elements stored in the measurement projects, such as 
individual scans, their alignment to each other, reference 
points used, and, if applicable, 3D models derived from 
them and their associated metadata.

Every script maps the metadata received by the scan-
ning software to the unified vocabulary defined by the 
ontology model. The validity of these mappings has been 
verified by a group of experts in the field and by con-
sulting the respective scanning software manuals. The 
storage of metadata is currently structured in two stand-
ardized, software-independent file formats and serves 
two purposes.

Firstly, they should serve as metadata representations 
that may be processed by third-party applications and 
possibly offered for download in open data portals. Sec-
ondly, they should be prepared in such a way that they 

can be easily integrated into a semantic database and 
interconnected to other resources of a similar kind. This 
gives the possibility of querying metadata of 3D scans to 
select appropriate datasets for specific purposes. The first 
purpose is served by a JSON  [47] representation of the 
given metadata. The second purpose is served by a Tur-
tle (TTL) [39] representation or a possible JSON-LD [40] 
serialization of the given TTL data.

The scripts and related documentation are published 
online.18 An additional toolset for metadata extraction 
from the software Agisoft Metashape19 as prominent 
package for Structure from Motion (SfM) is work.Via 
the Metashape Python 3 module, the metadata from the 
recording and processing are extracted and exported in a 
structured way.

GigaMesh software framework
To highlight the post-processing in third-party software, 
we chose the GigaMesh Software Framework [48]. For 
this publication, we have extended GigaMesh to produce 
metadata according to stages 4 and 5 of the scanning 
workflow. In a next iteration, GigaMesh will be extended 
to also process previously created TTL files formatted 
according to the defined ontology model. In that way the 
software will be capable of continuing the given prov-
enance history by logging the modifications to the given 
3D model that are applied in the GigaMesh software. 
(stage 4) The exported 3D model or exported screenshots 
are accompanied by a TTL file encompassing all previous 
stages and the latest modifications applied in GigaMesh. 
They may be further processed in the publication stage.

Publication
In the data publication stage, 3D models, possible 3D 
model screenshots, and their metadata need to be pub-
lished in, at best publicly accessible, persistent storages. 
The metadata reflects these changes by adding a Digital 
Object Identifier (DOI) and further bibliographical infor-
mation to the previous stage’s data. Further, the meta-
data may be published along with the 3D models, but in 
the case of linked data, representations might be better 
suited to be published in a thematically fitting SPARQL 
endpoint.

Application example
We illustrate the application of the ontology model using 
three examples of 3D scans of different scanning projects 
and show its usefulness using the following application 
cases:

18  https://​doi.​org/​10.​5281/​zenodo.​45660​44https://​github.​com/​i3mai​nz/​
3dcap-​md-​gen.
19  https://​www.​agiso​ft.​com/.

https://doi.org/10.5281/zenodo.4566044
https://github.com/i3mainz/3dcap-md-gen
https://github.com/i3mainz/3dcap-md-gen
https://www.agisoft.com/
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Application case 1: Documentation of scanning projects
The first application case illustrates the general usefulness 
of a uniform vocabulary for metadata using the example 
of two research projects for Roman burial monuments 
in Trier/Germany, with the 3D documentation of arti-
facts being one central part. The first project, “Römische 
Grabdenkmäler aus Augusta Treverorum im überregion-
alen Vergleich: mediale Strategien sozialer Repräsen-
tation”20, ran from 1 May 2016 to 31 March 2019. The 
second research project, ‘1‘Grabdenkmäler aus Augusta 
Treverorum, digital vernetzt”21, ran from 1 May 2018 to 
31 December 2020. The Institute for Spatial Information 
and Surveying Technology, University of Applied Sciences 
Mainz (i3mainz), the Goethe University Frankfurt/Main 
and the Rheinisches Landesmuseum Trier (RLM) were 
involved in both projects.

A total of around 400 archaeological objects were 3D 
scanned, for which access must be guaranteed in order 
for them to be reused. In the above-mentioned pro-
jects, this means that the data is stored and published 
in Arachne22 (“Projects related to 3D objects in cultural 
heritage” section) and can be accessed via a web inter-
face. In addition to the 3D models and their metadata, 
information on the measured object ("Cultural heritage 
object" section) is also stored in Arachne, such as the find 
location and the object’s material, and linked to the 3D 
models. Because of the size of the objects and the envi-
ronmental conditions, different scanners with adapted 
settings were used for the 3D capture (“3D data capture” 
section). The information about the equipment and the 
capturing settings is especially indispensable for the eval-
uation of the 3D models. Figures 3 and  4 show views of 
3D models captured with the same scanner but with dif-
ferent measurement volumes. The 3D model in Fig. 5, on 
the other hand, was captured with a hand-held scanner. 
Thus, each of these 3D models have a different resolution.

Much of the metadata for 3D acquisition is contained 
in the respective scan project files of the scanning soft-
ware but not in the file of the 3D model. Not only during 
acquisition but also during post-processing, settings are 
made, and processing steps are carried out that would 
no longer be comprehensible without metadata, such as 
closing holes and cleaning up mesh errors. Therefore, it 
is important to include all metadata with the 3D mod-
els, which provides the user with valuable information 
for future applications. For example, when analyzing 
handling traces on the object, it is important to con-
sider the resolution with which the object was captured 
and the settings with which the resulting 3D model was 
created and to check whether the 3D model has been 

Fig. 3  View of the largest 3D model with a length of 3 m (the wine 
ship); Structured light projector/sensor type: ATOS III Rev.02 with a 
theoretical point resolution of 0.4 mm. The original is in the RLM, 
inventory number 767

Fig. 4  View of a small 3D model with a length of 14 cm; Structured 
light projector/sensor type: ATOS III Rev.02 with a theoretical point 
resolution of 0.05 mm. The original is in the RLM, without inventory 
number

Fig. 5  View of a 3D model with a length of 50 cm captured with 
a lightweight hand-held sanner, the Faro Freestyle 3D X with a 
theoretical point resolution of 1 mm. The original is in a private 
collection in Neumagen

20  DFG GEPRIS ID: 279232664 https://​gepris.​dfg.​de/​gepris/​proje​kt/​27923​
2664.
21  https://​portal.​wisse​nscha​ftlic​he-​samml​ungen.​de/​Colle​ction​Activ​ity/​
182765. 22  https://​arach​ne.​dainst.​org/.

https://gepris.dfg.de/gepris/projekt/279232664
https://gepris.dfg.de/gepris/projekt/279232664
https://portal.wissenschaftliche-sammlungen.de/CollectionActivity/182765
https://portal.wissenschaftliche-sammlungen.de/CollectionActivity/182765
https://arachne.dainst.org/
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smoothed. By developing a structured metadata scheme 
that could be applied to different sensor types, metadata 
can be stored uniformly and compared more easily with 
each other.

The resulting metadata of this application case is acces-
sible on Zenodo23.

Application case 2: Quality of cuneiform tablet 3D scans
Our second application case is prototypic for the re-use 
of 3D models. It features 2.000 cuneiform tablets of the 
Hilprecht Archive Online  (HAO)24 in Jena and Berlin, 
which was transformed into the Heidelberg Cuneiform 
Benchmark Dataset  (HeiCuBeDa)25 for machine learn-
ing tasks to assist in the domain of assyriology. Even 
though information about the 3D acquisition process is 
not provided and, therefore, to be considered lost, the 
workflow presented in this publication can be followed 
starting in stage 3. We could produce metadata using 
the previously described GigaMesh software [49], which 
showed that the overall quality is suitable for given tasks 

in assyriology as well as the related machine learn-
ing experiments. However, half of the tablets have only 
half of the spatial resolution possible. The most likely 
explanation is the use of two different export options 
provided by the software of the 3D scanner allowing to 
save 3D models either in full resolution or a so-called 
preview. While the preview is still sufficient to read the 
cuneiform texts, it may provide fewer details about seal-
ings or fingerprints left on clay tablets.

We present two examples of such quality assessments. 
The first assessment indicates if a 3D model is eligible 
to be 3D-printed. The second assessment indicates if 
the 3D model is eligible to be processed by a machine 
learning algorithm for 3D cuneiform character recogni-
tion. Machine learning on 3D models of cuneiform tab-
lets with the goal of cuneiform sign classification highly 
depends on the resolution of the given 3D model, which 
may be assessed with the metadata schema presented in 
this publication.

We created metadata according to our schema for the 
HeiCuBeDa dataset26 to illustrate an application case and 

Fig. 6  HeiCuBeDa Demonstrator: Shows 3D printable 3D models out of the HeiCuBeDa dataset according to the metadata generated using the 
workflow presented in this publication

23  https://​doi.​org/​10.​5281/​zenodo.​44283​89.
24  https://​hilpr​echt.​mpiwg-​berlin.​mpg.​de/.
25  https://​doi.​org/​10.​11588%​2Fdata%​2FIE8​CCN. 26  https://​doi.​org/​10.​5281/​zenodo.​46110​87.

https://doi.org/10.5281/zenodo.4428389
https://hilprecht.mpiwg-berlin.mpg.de/
https://doi.org/10.11588%2Fdata%2FIE8CCN
https://doi.org/10.5281/zenodo.4611087
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created a demonstrator application to show the afore-
mentioned two assessments. The demonstrator, shown in 
Fig. 6 queries a SPARQL endpoint into which the gener-
ated metadata has been entered. It retrieves exactly those 
3D models which are printable. The creation of SPARQL 
queries for further data quality assessments is possible.

Application case 3: comparison of 3D models
The aim of the KUR project27, which took place at the 
RGZM in cooperation with i3mainz, was to objec-
tively and critically examine the influence of preserva-
tion methods on antique wet wood. One of the methods 
of investigation was the analysis of the change in shape 
caused by wet wood preservation. To assess this, 3D 
models were generated from 800 samples before and 

after conservation using a structured light projector. In 
order to generate comparable 3D models, the samples 
were always captured and processed with the same sen-
sor and the same parameters. The 3D models can be 
viewed on the project’s website.28 Metadata were not 
collected during the project period (2007–2011). Since 
the measurement projects are still available and can be 
opened, the metadata can now be created retrospectively 
with the scripts described in   "Metadata export scripts". 
This allows the metadata for scanning and processing, 
described in  "3D data capture" and  "3D processing (scan 
software)", to be collected and exported in a structured 
way. Information on post-processing, such as filling holes 
or alignment, of the 3D model has unfortunately been 
lost (Fig. 7).

The reason to mention this research project here is the 
follow-up project CuTAWAY​29, which partly uses the 

Fig. 7  Screenshot of the measurement project in the scanning software ATOS version 6.2 in which all relevant metadata are still available

27  https://​www.​horne​mann-​insti​tut.​de/​german/​epubl_​proje​kte123.​php.

28  https://​www.​rgzm.​de/​kur/.
29  https://​gepris.​dfg.​de/​gepris/​proje​kt/​41687​7131.

https://www.hornemann-institut.de/german/epubl_projekte123.php
https://www.rgzm.de/kur/
https://gepris.dfg.de/gepris/projekt/416877131
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wood samples and 3D models from the KUR project. 
New 3D models will be generated from the selected sam-
ples using Structured Light Scanning and compared with 
the existing datasets to quantify changes in the long-term 
storage of preserved wood. Since it is no longer possi-
ble to use the same scanner, new hardware and software 
will be used to create 3D models. For a comparison of 
the 3D models, the accuracy of the 3D scans should be 
considered.

Figure 8 shows two 3D models from the same sample. 
Eight years lie between the acquisitions and different 
Structured Light Scanners were used. In the illustration, 
no differences can be seen in the overall shape. Only the 
separately attached name badges on the top have changed 
and a zoom in reveals that the level of detail of the two 
models is indeed very different.

For a comparison, the different accuracy of the 3D 
scans and the settings used in the calculation and post-
processing of the 3D models should be taken into 
account. The accuracy of a 3D model is inuenced by 
many factors, including the scanner’s resolution, the cali-
bration accuracy, the alignment deviations of the indi-
vidual measurements, the polygonization (computing the 
mesh) settings, and the postprocessing tools used.

In the completed KUR project, to compare the changes 
in two 3D models of a wood sample, distances, sections, 
areas and volumes were compared. The scanning accu-
racy and the post-processing of the 3D models were 

taken into account and thus the results were rounded to 
one decimal place in millimetres. A more precise speci-
fication would have exceeded the accuracy of the 3D 
models.

We have published the two 3D models and the gener-
ated metadata of the 3D models on Zenodo to give the 
reader an impression of how the ontology model is used 
in practice.30

Limitations
The approach of capturing and saving metadata faces 
certain limitations, which we discuss as follows. At first, 
there is metadata that is not captured by the scanning 
software concerning the setup of the object and the setup 
of the environment used for scanning and its influence 
on the scanning result.

On the one hand, object-dependent properties such 
as the color, material, and structure of the object surface 
are not captured. Depending on what kind of object it is, 
certain settings are made in the scanning software. For 
example by photogrammetric techniques, a dark object 
must be exposed longer than a bright object. On the 
other hand, the surrounding situations can be different. 
Depending on how the ambient light is during the meas-
urement, the settings must also be adjusted.

This means that even though the scanning process’s 
metadata can be used for certain comparisons, the lack 
of the aforementioned information does not allow for a 

Fig. 8  Image of two 3D models of the same measurement object. The 3D model on the left was taken in 2012 with the available Structured Light 
Scanner and the one on the right eight years later, in 2020 with a newer Structured Light Scanner

30  https://​www.​doi.​org/​10.​5281/​zenodo.​44284​98.

https://www.doi.org/10.5281/zenodo.4428498
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complete recreation of the circumstances related to the 
respective 3D scan. While such a recreation might be 
feasible if other means of capturing metadata are fulfilled 
(e.g., measuring the ambient light when the 3D scan is 
captured), it is currently not common practice to do so. 
Hence, we need to limit ourselves to metadata that can 
be captured, is reasonable to be captured and may give 
an added value compared to a previous situation without 
capturing metadata. Another limiting factor is the scan-
ning software. Depending on the software’s capabilities, 
more or less metadata will be exposed and can be rep-
resented using the vocabulary defined in the ontology. 
However, the ontology we created mirrors the most com-
mon properties available in the set of software’s that we 
have considered. We expect this to be a minimal amount 
of metadata attributes to be available in comparable soft-
ware implementations. Metadata dependent on human 
input, such as capturing people involved in the scanning 
process, has to be incorporated in a workflow, should 
be controlled by an auditing process, and is not always 
likely to be accomplished by the scanning software. This 
means that this kind of information is depending on the 

workflow not always available. To change this circum-
stance, software support for these kinds of metadata is 
needed.

Conclusions
Our publication proposed and investigated the ben-
efit of defining a metadata schema for capturing meta-
data about 3D scanning processes. We defined a typical 
workflow that is adaptable to various scanning processes 
and related this workflow to a corresponding metadata 
representation in linked data. The application cases we 
investigated showed that in this way, scanning processes 
become to a certain degree transparent and comparable 
across different capturing projects, and data quality met-
rics may harvest this new potential to rank or classify the 
fitness for the use of said 3D scans. In the future, it will be 
more and more likely to store 3D models and dependent 
digital artifacts such as 3D renderings in data repositories 
which have to expose among others also metadata about 
the capturing process which we propose here. Moreover, 
the combination of 3D models from different research 
projects and institutes and the sharing or accessing of 
these models in combined repositories is becoming a 

Fig. 9  A view of a calculated surface comparison between two 3D models. The values of the deviations from each point are colour mapped onto a 
3D model. In the legend the values of the deviations are shown, they are between +1mm (red) and 1mm (blue)
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possibility. It will then be crucial to evaluate the qual-
ity of the given scans to which we contribute by unify-
ing the metadata scheme for describing the data origin. 
The informative value of analyses and interpretations is 
increased by existing metadata, which also includes the 
3D acquisition.

Future work
In our future work, we would like to integrate additional 
3D scanning systems and their outputs for compatibility 
with our ontology model, leading to an extended ontol-
ogy model. The details of the presented ontology concern 
3D scanners typically used to acquire cultural heritage 
objects with- and without a georeference.

However, there are further techniques to acquire 3D 
models, e.g., using SfM techniques or tomography sys-
tems. While the overall workflow is similar, there will be 
different means of metadata due to the nature of underly-
ing measurement principles. For the utmost detailed cov-
erage of the 3D model generation by metadata, several 
scanner types per principle have to be investigated.

Future implementations can be the (i) combination 
of datasets from different devices as shown in reference 
[50], (ii) inclusion of reference point coordinate systems 
and (iii) texture mapping using additional high-quality 
photographs. The combination of measurement methods 
can be seen in Fig. 1 both before and after the 3D scan 
phase. Another extension of our work could be the docu-
mentation of metadata for analysis methods. For exam-
ple, the analysis of deformations between 3D models. 
Here the datasets must be aligned with each other, e.g. 
with the BestFit method or via reference points. For the 
interpretation of the deformation, not only the accuracy 
of the scans but also the transformation method and its 
results play an essential role [4]. In the example in Fig. 9, 
this was calculated with BestFit, the transformation devi-
ation is 0.2 mm.

In addition, different metadata formats or even graph 
format exports are possible. Data might be analyzed 
using tools like Neo4J  [51]. This would make further 
analysis and acceptance of formats possible for different 
research communities. Finally, metadata which can cur-
rently only be collected by manual inputs should be made 
either mandatory or more easily addable to the current 
database. Software needs to be enabled to automatically 
collected creator data, which we began to integrate in 
GigaMesh using for example an OAuth [52] login. In the 
same fashion standards and implementations to capture 
data about the scanning environment and other informa-
tion about e.g. funding of the scanning endeavour among 
others.
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